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Analytical and Experimental 
Investigation of Self Freezing 
The problems of the self-freezing of a wet substance were treated as a heat conduction 
problem with phase change in the case of multiphase substance. The solutions for this 
problem were derived from the analytical procedure of Neumann's solution and were 
compared with the experimental results obtained through the self-freezing of the bed 
with wet glass powder. 

1 In troduc t ion 

The vacuum freeze-drying is a remarkable drying operation and 
is developing the food industry. In this operation, a wet substance 
is frozen and the moisture contained in the frozen substance is 
evaporated by sublimation at a low temperature in a vacuum. As 
drying proceeds, a dried layer forms which is distinctly separated 
from the frozen layer by an interface. Dyer and Sunderland [l]1 

analyzed the process of drying as a heat conduction problem and 
compared with the results of Hatcher's experiments on beef [2]. 
Katayama and Hayashi [3] investigated the characteristics of vac­
uum freeze-drying and obtained the most appropriate conditions 
of drying about the supplied heat. 

There are two kinds of processes in the practical freeze-drying 
operation. One of the processes is a batch operation, in which the 
freezing and the vacuum drying of the substance take place sepa­
rately. In such a process, the substance is dried in a vacuum after 
freezing operation. In the other process, the wet substance is fro­
zen of itself due to evaporation of the moisture of the substance in 
a vacuum, that is, the self-freezing of a wet substance occurs. In 
the self-freezing process, when the pressure of the air is reduced by 
using a vacuum pump, the water of the substance boils vigorously 
and sometimes serious damage of texture of the substance or large 
distortion of the substance occurs. Therefore this operation is usu­
ally available for drying of the substance in a liquid state, however, 
since the freezing and the drying of the substance take place si­
multaneously in the self-freezing process, the heat efficiency for 
this operation is very high. Then, recently, the self-freezing opera-

1 Numbers in brackets designate References at end of paper. 
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tion become applied to the drying of a solid substance. In this case, 
distortion of substance due to vigorous boiling must be prevented 
by some treatment, for instance, by means of forming a thin frozen 
layer on the surface of the substance. The self-freezing problem is 
treated as a heat conduction one with phase change in case of a 
multiphase substance. Leech and Winter [4] treated a water-ice-
vapour system which is subjected to change of phase and present­
ed numerical results. 

In this report, the solutions of this problem involving freezing 
and sublimation were obtained by solving the heat conduction 
equations using the same analytical procedure as Neumann's prob­
lem, and were compared with the experimental results obtained in 
the self-freezing of the bed with wet glass powder. 

2 A n a l y s i s of the S e l f - F r e e z i n g P r o c e s s 
2.1 Description of Heat Mass Transfer Mechanism of the 

Self-Freezing Process. In the self-freezing process, ice sublimes 
from the surface of a frozen substance in a vacuum. (In the practi­
cal vacuum freeze-drying operations, the frozen substance is kept 
in a vacuum in the region of 0.01-1.0 mmHg.) Sublimation of ice 
yields a drop in temperature of the substance and makes it frozen. 

Therefore, this problem is a heat conduction problem with 
phase change, which involves sublimation and freezing. In other 
words, a substance in the self-freezing process has two transforma­
tion temperatures and is divided into three regions: the dried re­
gion, the frozen region, and the wetted region. On the other hand, 
the water vapor sublimed from the frozen substance moves to the 
gas phase through the dried region and is excluded by a condensor 
or an exhaust pump as shown in Fig. 1(a). In this case, the mecha­
nism of transfer of the water vapor diffusing into the gas phase is 
the same as that described for the case of the vacuum freeze-
drying and may be shown in Pig. l(fe) schematically. In particular, 
when the thickness of the dried region covering over the frozen 
layer is very thin, this problem is simplified to the problem of mass 
transfer for sublimation of ice from the free surface of the frozen 
substance. 
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Fig. 1 Schematic model of mass transfer mechanism 
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Fig. 2 Preliminary experimental results of self-freezing 

Now, to explain the phenomenon of the self-freezing process 
with an example, some of the preliminary experimental results for 
a slab-shaped substance are shown in Fig. 2. As is obvious from 
Fig. 2, there are two moving boundaries. These moving interfaces 
advance to the inner part of the substance as the time proceeds. 
One is the surface of sublimation of ice between the dried and the 
frozen regions, the other is the surface of solidification between the 
frozen and the wetted regions. As the latent heat of sublimation of 
the ice is larger than that of fusion of the water, the rate of subli­
mation of ice is small as compared with the rate of the ice forma­
tion, so the freezing front reaches comparatively fast to the other 
end of the slab. After the freezing time, the substance has two re­
gions, the dried layer and the frozen layer, and the vacuum freeze-
drying process starts, furthermore, the temperature of the sub­
stance begins to fall rapidly by the dissipation of the latent heat of 
fusion. 

According to the experimental results of the temperature distri­
bution within the substance, at the beginning, heat is rapidly car­
ried out of the surface of the substance, the temperature of the 
substance falls suddenly and shows a violent variation near the 
surface of the substance. Though, when the total pressure in the 
vacuum-chamber becomes stable and is kept at a constant state, 
the self-freezing process starts and the substance has three regions. 
In this case, the freezing point of the substance is 0°C and the 
freezing takes place at a constant unique temperature. 

On the other hand, the temperature at the surface of sublima­
tion may be regarded as being constant provided that the thick­
ness of the dried region is very thin. In this work, as stated pre­
viously, since the thickness of the dried region is considerably 
small as compared with that of the frozen region, it has been as­

sumed that the temperature at the interface between dried and the 
frozen regions is approximately constant. 

2.2 Solutions. Heat transfer problem for the self-freezing is 
very complicated both experimentally and theoretically. In this 
work, the solutions of this problem involving freezing and sublima­
tion are obtained by solving the heat conduction equations. For 
simplification, the substance is assumed to be a semi-infinite slab, 
moreover, the following assumptions are made: 

1 The rate of sublimation of ice is dependent on the heat flux 
carried to the surface of sublimation. 

2 The temperature at the sublimation surface and the freezing 
temperature is constant. 

3 The flow of the water vapor passing through the dried region 
is uniform. 

4 Physical properties of the substance are independent of tem­
perature. 

5 The substance is a homogeneous material. 
6 Natural convection in the wetted region and dilatation of 

bulk of the substance caused by phase change are neglected. 
7 Heat flows only in one direction. 
Assumptions 3, 4, 5, and 6 are available for the heat conduction 

problem with phase change. The second assumption has been esti­
mated from the preliminary experimental results. In particular, 
the rate of sublimation of ice is dependent on transfer of the water 
vapor also, which vaporizes to the gas phase through the dried re­
gion. Therefore, to solve this problem, we must strictly take into 
account of transfer of the water vapor. However, according to the 
preliminary experimental results, the thickness of the dried region 
during the self-freezing process is very thin, so that assumption 1 
will be appropriate to this case. 

Thus the differential equation for the dried region is 

. N o m e n c l a t u r e . 

i i = u = 

t = 

specific heat 
specific heat of water vapor 
latent heat of sublimation 
latent heat of freezing 
constant represented by equa­

tion (23) 
time 
space coordinate 
rate of mass transfer 

A 
S 

P 

k1CpV<f>p2/\i 

position of freezing surface 
x/2VK\t 
temperature 
thermal diffusivity 
thermal conductivity 
position of subliming surface 
density 
void fraction 

Subscripts 

i = refers to dried region 
2 = refers to frozen region 
3 = refers to wetted region 
a = refers to x = 0 
6 = refers to sublimating point 
c = refers to freezing point 
i = denotes the initial condition 
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where the second term of the right-hand side in equation (1) is a 
convective term due to mass transfer of the water vapor. 

The differential equations for the frozen region and for the wet­
ted region are 

3 6; 
at 

ae3 
at 

3 20, 
2 ax2 

a2e, 
a%' 

(5 < x< 5) 

(6 < x < oo) 

(2) 

(3) 

Fig. 3 show the heat balance at the sublimation surface and at 
the freezing front. From Fig. 3, boundary conditions at the subli­
mation surface and the solidification front are 

dx 

302 

'• ax 
^ , 3 0 3 r ,d6 
+ X3-^ = L2p2<Pw (x 

6l = 6U (x = 0) 

el = 02 = eb (X = i) 
02 = e3 = ec (x = a) 

= Q, 

= 5) 

(4) 

(5) 

(6) 

(7) 

(8) 

The initial condition is 

= e3i (/ = o) (9) 

In this case, the initial condition for the dried region, both the 
initial condition and the boundary condition at the surface x = 0 
for the frozen region, and the boundary condition at x = 0 for the 
wetted region are not useful. Then, to obtain the solution for each 
region, the following additional conditions are used, that is, 

01 = 0 U (t = 0) 

02 = 02j (/ = 0) 

e2 = e2a (x = o) 

03 = 93a (X = 0) 

(10) 

Now, we introduce the new temperature variables defined by the 
following equations 

(ID 

By using equations (10) and (11), the differential equations, the 
boundary conditions and the initial conditions for three regions 
are rewritten as follows 

i - eu = r, 

2 - 0 2 i = T2 

3 ~ hi = T3 

01a _ 01,• - T\a 

h.a - 02i = T2a 

03 a ~ 03; = T3a 

d7\ 
at 
ar2 
at 

3 {°C 

32T. 

a2T, 
* 2 

+ (-
Cpy . ,div. 3T t 

CnPiW' dx 

U < x < 6) 

MASS 

FLUX* 

(0 < x < £) (12) 

(13) 

0n(x,t) 

0n(x,t4dt) 

5(t) { ( t+dt ) 6(t) S(t-Klt) X (m) 

Fig. 3 Heat balances at the interfaces 
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at 
Tl = 0 {t = 0) 

Ti = Tu (* = 0) 

r 2 = o (t = o) 

T2 = T2a (x = 0) 

T3 = 0 (t = 0) 

(14) 

(15) 

(16) 

( H ) 

(18) 

(19) 

(20) 

Particular solutions both for the frozen region and the wetted 
region are 

1\ ^ 02 ~ hi , , X 
Tn, 1 2a 0. 

= er fc (• 
2a 

7', - ^ 3 _ ^1L = e r fc (-

2V/c2* 

x 
2TK4 

(21) 

(22) 

Now, by the analytical procedure described by Neumann's prob­
lem, the relations between moving interfaces and time are sup­
posed to be 

£ = WjVTT 6 = M2vT (23) 

where rii and n<i are constants which are estimated by equations 
(4) and (5). 

On the other hand, the rate of mass transfer of the water vapor, 
which vaporizes from the surface of sublimation to the gas phase 
dw/dt may be related to the velocity of sublimation surface dt,ldt, 
taking account of the void fraction of the dried region. 

It follows from equation (23) that 

dw 
dt <PP 

di; 
2dt 

ntP2<t> 

2-fT' 
where <j> is the void fraction of the dried region. 

From equation (23) and the foregoing equation, equation (12) 
may be rewritten in a form of 

~ K l T ^ K24T ax 
8Tj 
at 

where /} = nCp^pi/Xi 
To obtain the particular solution of the dried region, the dimen-

sionless variable T\ = x/2\/tcit is introduced. By using the dimen-
sionless variable, the differential equation and the boundary con­
dition for the dried region are written as follows 

d-
dr\ 

Ix + &L dT 
(24) 

T, =TU (77 = 0), T, = 0 (?7 = - ) (25) 

The solution of equation (24) satisfying equation (25) is 

, 1 , x 

eu _ e r f c 2 ( 7 ^ 7 
+ ntl 

111 
yn , 1 ,wt/3 , 

e r f c 2 ( V T c ? 

(26) 

In equations (21), (22), and (26), ft-iafizafiu, and B-u are unknown 
constant terms which satisfy the differential equations (12), (13), 
and (14). These terms may be determined from the boundary con­
ditions (7) and (8), and the analytical solutions for three regions 
can be written by the following equations. 

( 0 i a - 0 6 ) e r f c | ( ^ + ^ ) + 9 . prfr nA-
d" e r f c 2 V T ^ 

erfc 

t/j = 

« i ( l + <3) 

e r f c f i L - e r f c ^ ± J ) 
2VKj 2VKJ 

(27) 

Journal of Heat Transfer AUGUST 1975 / 323 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(1) SPECTKEN (11) LEAK VALVE 

(2) CONDENSER (12) VALVE 

(3) SPRING BALANCE (13) VALVE 

(14) K.c LEOD GAUGE (ll) LEAK VALVE 

(5) PIBAid GAUGE (15) DIFFUSION PUT-IP 

(6) LEAK VALVE (16) ROTARY PUMP 

(7) LEAK VALVE (17) HEAT SOURCE 

(8! THERMO-COUPLE (18) DIGITAL VOLT MEIER 

(9) VACUUM CHAMBER (19) DRAIN 

(10) VARIABLE LEAK 

13 
(20) COLD TRAP 

^^M 
13 

Fig. 4 Outline ot the experimental installation 

u**r 

• { e " c 2$r c r f c iT7j> 

erfc 2/F, - erfc 
1-fiu 

erfc 

e3i{i ^ 

(28) 

(29) 

By using these solutions, numerical constants n\ and «2 are de­
termined from the boundary conditions (4) and (5). 

The roots n\ and «2 may be obtained by solving the following si­
multaneous equations. 

i e C 2 v ^ e r l C 2 v ^ linKi 

X2e„ exp(-^-J-) 

^eriC27t-evic^^^ 

nxLx(JP2<l> 
(30) 

-X2eb e x p ( - ^ - ) 

Hfiqieric -^-j^ - erfc 7rf=} 

Ws 
n 2 

i exp(22-.) 

(31) 
(77(Cq erfc -r-f= 

3 Experiment 
Fig. 4 shows the outline of the experimental installation, which 

is composed of the exhaust system, the measurement system, and 
the main system. In the exhaust system, a rotary pump, a diffusion 
pump, and some leak valves are involved to maintain the total 
pressure in the vacuum chamber at constant pressure below 4.6 
mmHg. The construction of a vessel for the self-freezing of the 
substance is shown in Pig. 5. The vessel is composed of a main con­
tainer in which the substance is charged, and an attached contain­
er. The main container is made of acrylic resin, and is covered with 
aluminum foil in order to isolate thermal radiation from surround­
ings. The attached container is a thin-walled cylinder of brass. 
This container is used to form an additional frozen zone which acts 
as a protecting layer to prevent the substance from extrusion re­
sulted from boiling of the water. These containers are linked to­
gether by an O-ring. Both ends of the attached container were cov­
ered with a wire-netting of 200 mesh so that the dried zone does 
not blow off by the water vapor which vaporizes from the surface 
of the substance. 

Throughout the experiment, total pressure in the vacuum cham­
ber was kept constant. Measurement of the total pressure was 
made at the place where the partial pressure of water vapor can be 
neglected in comparison with the total pressure, and for this pur­
pose Macleod and Piranny gauges were used. In order to measure 
the temperature distribution in specimen, some Cu-Co thermocou­
ples of 0.2 mm dia were inserted in the substance. The tempera­
ture at the surface of sublimation was decided from the tempera­
ture distribution by extrapolation. 

From a practical point of view, food such as meat or fruit should 
be used as a sample for this experiment, however, the texture or 
the composition of the food is not necessarily uniform and there 
are many unclear statements in the report on the physical proper­
ties of the food. Then, we used the glass powder as a sample which 
had clear thermal properties and which could be regarded as being 
homogeneous when it was packed closely into the column. 

Table 1 shows the values of physical properties of the sample in 
every state. Some of these results were obtained experimentally. In 
particular, since air and water vapor coexist within the dried re­
gion, the thermal properties of the dried bed are exactly depen­
dent on the concentration of the water vapor and on the partial 
pressure of the air in it. But when the total pressure in the vacuum 
chamber is within the range of 0.1-1.0 mmHg where the vacuum 
freeze-drying starts, the air in the dried region will be forced out 
by flow of the water vapor. We also assumed that pores in the 
dried bed were filled with water vapor. 

Fig. 6 shows the experimental results of thermal conductivity of 

Table 1 

Fig. S Construction of a vessel for self-freezing 
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a bed with glass powder whose pores are filled with air. From this 
figure, it is clear that the experimental results agree closely with 
the calculated results by Kunii-Smith's equation. Then, if pores 
are filled with water vapor, the thermal conductivity can be evalu­
ated by Kunii-Smith's equation and are shown by the solid line in 
Fig. 6. 

4 Experimental Results and Discussion 
Some experimental results of the distribution of temperature in 

the substance are shown in Fig. 7. From this figure, it is obvious 
that the experimental results agree almost with the calculated re­
sults, as shown by the solid line, within the expected scatter due to 
experimental error. However, the experimental values in the layer 
close to the surface of the substance are smaller than the calculat­
ed values from the analytical solutions. These deviations are due to 
the difference condition of the initial temperature between the 
theory and the experiment. 

Basically the initial condition (9) for this problem is not satis­
fied exactly at the beginning of the experiment because of the pre­
liminary freezing layer which is attached to the packed column. On 
the other hand, scatter in the observed values is caused by the un­
steady total pressure in the vacuum chamber at the start of the op­
eration. According to our observation, it takes a few minutes for 
the operating conditions to reach a steady state. However, for 10 < 
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Fig. 8 Relation between moving interfaces and time 

t < 60, the experimental results of the temperature distribution 
within the substance agree well with the calculated results, and the 
analytical solutions are available for this problem. 

Fig. 8 shows the relation between moving interfaces and time. 
The positions of interfaces £ and & are plotted against \/T. Further­
more, solid and dotted lines are calculated results by the analytical 
solutions. As is evident from this figure, growth of & is considerably 
larger than that of £, because the latent heat of sublimation is sev­
eral times more than that of fusion. Therefore, it is considered that 
the self-freezing of the substance is of interest in its application to 
the practical freezing and will be especially available for freezing 
foods. 

5 Conclusion 
The analytical solutions for the self-freezing of a substance in a 

vacuum were obtained. This problem is a transient heat conduc­
tion problem with phase change. The solutions were derived from 
the analytical procedure of Neumann's solution. In this report, 
since the dried region was very thin, the rate of sublimation was 
assumed to be dominated by the amount of heat conducted to the 
sublimation surface and the other rate determining factors were 
not considered. 

Therefore, the generalized solutions for the self-freezing prob­
lems should be obtained by solving the differential equations with 
the boundary conditions appropriate for the practical cases. 

The calculated results of the solutions described here were com­
pared with the experimental results obtained in the self-freezing of 
the glass powder packed in a column and agreed well with the ex­
perimental results. Accordingly, when the thickness of the dried 
region is relatively thin compared with the other regions, the above 
analytical solutions will be available for the self-freezing problem 
of a substance, and also may be applied to the practical self-freez­
ing, or to the vacuum freeze-drying of a substance. 
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The Thermodynamics of 
Intracellular Ice Nucleation 
in the Freezing of Erwthrocftes 
A theoretical model describing the thermodynamics of intracellular ice nucleation is de­
veloped for red blood cells as a model biomaterial. Analytical expressions based on cur­
rent theories of ice nucleation by both homogeneous and heterogeneous nucleation pro­
cesses are coupled with a thermodynamic model for the loss of intracellular water during 
freezing. Numerical solutions for both modes of nucleation identify two cooling regions— 
high cooling rates and low cooling rates—separated by a sharp demarcation zone. The 
nucleation temperature for high cooling rates is approximately 20°K higher than the nu­
cleation temperature for low cooling rates and is essentially independent of cooling rate 
in each region. The nucleation temperatures for heterogeneous nucleation are approxi­
mately 30°K higher than the nucleation temperatures for homogeneous nucleation in 
the two regions. For the case of heterogeneous nucleation, it is possible to increase the 
nucleation temperature by packing of catalysts via the concentration polarization effect. 
If the cell suspension is allowed to supercool before nucleation occurs in the extracellu­
lar medium, the sharp transition from low cooling rates to high cooling rates for hetero­
geneous nucleation shifts to much lower cooling rates. The dependence of the transition 
cooling rate on the degree of supercooling has been established for a typical freezing sit­
uation. 

Introduction 

The possibility of maintaining biomaterials in a state of sus­
pended animation by freezing has intrigued man for centuries. Re­
cent developments in the frozen preservation of human erythro­
cytes (red blood cells, RBCs) [l]2 have shown that freezing biomat­
erials can be of significant clinical importance. Our experience 
with RBCs has shown that the formation of ice attendant to freez­
ing can occur in two ways. Ice can form either outside cells only, or 
both inside and outside the cells. Experiments have shown that the 
presence of ice within a RBC suspended in a noncryophylactic me­
dium usually results in cell destruction. Thus, if a freezing tech­
nique is to be of any clinical value, it must avoid the formation of 
intracellular ice. It follows, then, that the mechanisms of intracel­
lular ice nucleation are of major importance in the freezing of 
human RBCs. 

There are two general mechanisms of ice nucleation; (1) homo-

1 Present address: Cryogenic Technology, Inc., Waltham, Mass. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division November 22, 1974. Paper No. 75-HT-DDD. 

geneous nucleation (commonly referred to as spontaneous crystal­
lization) in which molecules in an existing liquid phase a come to­
gether to form spontaneously a cluster of molecules in a solid 
phase /3, and (2) heterogeneous nucleation in which the nucleation 
process is initiated by the presence of a catalyst, such as a foreign 
particle, container wall, or crevice. 

Gibbs [2] laid the groundwork of homogeneous nucleation theo­
ry, and Volmer [3] utilized Gibbs' analysis to develop a kinetic ho­
mogeneous nucleation theory. Basically, as the temperature of a 
liquid phase is reduced to its freezing temperature, small particles 
of solid phase called embryos are constantly being formed, but be­
cause these embryos are unstable, they are quickly broken up. As 
the liquid phase is further supercooled, the number and size of 
these unstable embryos increases. When the temperature of the 
supercooled liquid reaches a particular value, the embryos reach a 
critical size and become metastable. The metastability of these 
special embryos, called nuclei, is characterized by the condition 
that the derivative of the Helmholtz free energy of formation of 
the embryo with respect to its radius vanishes. As a result, the nu­
clei (embryos with radii greater than or equal to the critical radius) 
will not disappear but instead will grow and form permanent clus­
ters of solid phase. That is, the rate of embryo formation now ex­
ceeds the rate of embryo destruction. This nucleation condition 
marks the onset of freezing. 
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Becker and Doring [4] have improved Volmer's theory by taking 
into consideration the forward and backward reaction rates and 
have obtained an expression for the net nucleation rate. Turnbull 
and Fisher [5] have incorporated into the expression for the nu­
cleation rate derived by Becker and Doring the contribution of the 
free energy of activation for motion of a liquid molecule across the 
embryo interface. A thorough discussion of the development of ho­
mogeneous nucleation is presented in references [6-8]. 

Turnbull [9] first looked at heterogeneous nucleation on a flat 
surface, in a conical cavity, and in a cylindrical cavity. Dufour and 
Defay [10] and later Fletcher [11] studied heterogeneous nuclea­
tion due to impurities or foreign particles in a liquid phase a. The 
effect of a flat surface or a foreign particle adjacent to an embryo is 
to reduce the value of the Helmholtz free energy of formation of an 
embryo of a given radius. Consequently, in heterogeneous nuclea­
tion it is possible to form nuclei at higher temperatures than in the 
case of homogeneous nucleation. We would expect, then, that in 
most physical and biological systems, heterogeneous nucleation 
will more likely occur instead of homogeneous nucleation; however, 
it is possible that both mechanisms may occur in RBCs. 

It is the purpose of this paper to present an appropriate thermo­
dynamic model which will predict the temperature for intracellular 
ice formation in RBCs as a function of cooling rate. Newly devel­
oped relationships describing the kinetics of water loss from the 
RBCs during cooling will be coupled with a derived integral ex­
pression for the net nucleation rate. For homogeneous nucleation, 
this integral expression relates the nucleation temperature to the 
nucleation rate, the volume of intracellular water, and the number 
of nuclei present inside the RBC. For heterogeneous nucleation 
the expression relates the nucleation temperature to the nuclea­
tion rate, the total surface area of catalysts present inside the 
RBC, and the number of nuclei adjacent to the catalysts present 
inside the RBC. 

A parametric study of these two mechanisms was performed in 
the hope that the kinetics of the nucleation process might be bet­
ter understood, at least for RBCs. The results show that hetero-
neous nucleation is the more likely mechanism and that depending 

on the catalyst size and contact angle selected, the general trend 
predicted by the theory is in agreement with the trend of available 
experimental data. The results also show that the catalyst radius 
for heterogeneous nucleation that best correlates with experimen­
tal data is typical of the characteristic dimension of a hemoglobin 
molecule or a group of hemoglobin molecules. 

R a t e of N u c l e a t i o n 
Homogeneous Nucleation. Homogeneous nucleation will be 

initiated in a liquid when embryos of critical radius (nuclei) are 
formed. If J is the net rate of formation of nuclei per unit volume 
in a liquid phase of volume V", the number of nuclei formed dur­
ing the time interval £/ — to is 

ftfJVadt = N{r.)Va. 
Jtn C 

If the system is cooled at a constant rate 

B = clT/dl = cons tan t , 

and equation (1) can be rewritten in the form 

R JTc ° B 

(1) 

(2) 

(3) 

where T/ is the nucleation temperature at which freezing commen­
ces. The left-hand side of equation (3) represents the number of 
nuclei formed by collision processes, and the right-hand side repre­
sents the equilibrium number of nuclei present at the temperature 
and volume of the system. Homogeneous nucleation occurs when 
equation (3) is satisfied. 

Turnbull and Fisher [5] have shown that for homogeneous nu­
cleation the net rate of formation of embryos is given by 

</: « / ^ [ ? ] ^ f [ £ ] , / 2 exp[-(A/U + *Fe)/KT] (4) h -977 

where the parameter r is proportional to the Helmholtz free ener­
gy of formation (per unit area) of the interface separating the solid 

• N o m e n c l a t u r e , 

B = cooling rate, °K/min 
b = permeability temperature coeffi­

cient, C K ) - 1 

F = Helmholtz free energy, erg 
g = number of molecules contained in 

a nucleus, molecules/nucleus 
h = Planck's constant, erg-s 

hrp = heat of reaction at constant T and 
P, erg/mole 

J = homogeneous nucleation rate, 

nuclei/cm3-s 
J' = heterogeneous nucleation rate, 

nuclei/cm2-s 
K = Boltzmann constant, erg/°K 
k = permeability of cell membrane, 

moles2 /;u5-atm-min 
M = molecular weight 
m = cosine of contact angle 
N = number of embryos per unit vol­

ume, embryos/cm3 

NA - Avogadro's number, molecules/ 

mole 
TV;' = number of impurities 

Ns = number of embryos 
n = number of moles 
P = absolute pressure, dynes/cm2 

q = dimensionless constant 
R = universal gas constant, erg/mole 

°K 
r = radius, cm 
s = shape factor 
T = absolute temperature, °K 

Tg = permeability reference tempera­
ture, °K 

t = time, s 
V = volume, cm3 

v = specific molar volume, cm3/mole 
x = molar fraction 
2 = ratio of catalyst radius to critical 

radius 
F = constant in expansion of AF 

AF = Helmholtz free energy of forma­
tion, erg 

AfA = activation energy, erg 
ATS — degree of supercooling, °K 

i\ = viscosity, poise 

6 = contact angle, radian 
A = number of molecules of a phase 

adjacent to nucleus per unit 
surface area, molecules/cm2 

v = osmolality, mOsm/1 
a = surface tension, dyne/cm 
0 = 
0 = 

osmotic coefficient 
surface area, cm2 

Subscripts 
c = 

/ = 
/ = 
0 = 

RBC = 
s = 
7 = 

critical embryo 
freezing state 
catalyst 
initial state 
red blood cell 
solutes 
solvent; species; component 

Superscripts 

/ = 
in = 

out = 
a = 

P = 

catalyst 
intracellular 
extracellular 
liquid phase 
solid phase 
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and liquid phases, and its value will depend upon the configura­
tion of the interface. The term Qc is the surface area of the embryo 
exposed to the liquid phase and the term g represents the number 
of molecules contained within a nucleus. For a nucleus 

r = 9(v «) «\2_4/3 S<J/KTQ.C (5) 

where s is the shape factor and is equal to 4ir for a spherical nucle­
us and 20.78 for a hexagonal nucleus. The right-hand side of equa­
tion (3), the equilibrium number of nuclei present at the tempera­
ture and volume of the system, is given by [12] 

N(rc)V
a = NAnr

a exp{-AF J KT f). (6) 

Substituting equations (4), (5), and (6) into equation (3), we obtain 

| JT
Tf «'")2A<;r V J- 7 WTTJST) 1 ' 

B 
x exp[-(AfA + AFc)/KT]dT = nr

a exp(-AFjKTf). (7) 

The quantity AFC appearing in equation (7) is the Helmholtz free 
energy of formation of a nucleus and is derived in detail in [13]. 

AFC = sffr c
2 /3 (8) 

The quantity AfA appearing in equation (7) is the activation ener­
gy for diffusion of a molecule in the liquid phase to the surface of 
the nucleus. It has been suggested [14] that because of certain 
similarities between this diffusion process and viscous flow, the ac­
tivation energy may be related to the viscosity of the liquid phase. 

A / , = KT In & (9) 

Heterogeneous Nucleat ion. The process of heterogeneous 
nucleation is similar to homogeneous nucleation except that the 
nucleation occurs on the surface of impurities in the liquid phase 
rather than within the volume of the liquid phase itself. If J' is the 
net rate of formation of nuclei per unit surface area of impurity in 
a liquid phase of volume V" with N/ dispersed impurities of sur­
face area Q/, the number of nuclei formed during the time interval 
tf — to is 

ft'
fJ'N/UIdt=Ns'(rc). (10) 

Again, if the suspension is cooled at a constant rate B, equation 
(10) becomes 

\C'j>N/Sl,dT=Ns'{rc). B 
(11) 

The left-hand side of equation (11) represents the number of 
nuclei formed on the impurity surface by collision processes, and 
the right-hand side represents the equilibrium number of nuclei 
present at the temperature and impurity concentration of the sys­
tem. Heterogeneous nucleation occurs when equation (11) is satis­
fied. 

Again Turnbull and Fisher [5] have shown that for heterogene­
ous nucleation the net rate of formation of nuclei per unit surface 
area of impurity is given by 

J' = A H f ^ t i ] " ' 2 e x p R A A + AFC')/KT] (12) 

where the parameter \p is proportional to the Helmholtz free ener­
gy of formation (per unit area) of the interface separating the liq­
uid and solid phases and is given by 

f = j~f{n,,z)[Zv//Mm,z)fn (13) 

where 

h{nlj 2) = 2 + 3 [ - ^ ^ l - [*-=-̂  f - z\2 - 3 [^-'] 

(14) 

and as shown in [11] 

f(m, z) = 1 + I + z,i[2 - 31 J+ I 
q q q 

+ 3mzc\ 

w h e r e 

q = (1 + z2 - Imz 1/2 

1] (15) 

(16) 

The independent parameters m and z are the cosine of the contact 
angle formed between the nucleus and impurity and the ratio of 
the radius of the impurity to the radius of the nucleus, respective­
ly. The right-hand side of equation (10), the equilibrium number 
of nuclei present at the temperature and impurity concentration of 
the system, is given in [12], 

Ns'{rc) = AN/Qr exp{-AFc'/KT) (17) 

The quantity AF'e appearing in equations (12) and (17) is the 
Helmholtz free energy of formation of a spherical embryo of criti­
cal radius in contact with a spherical impurity and is derived in de­
tail in [13]. 

AFC' = 2irorc
2f{i)i,z) (18) 

Notice that for the case of /'/ = 0, i.e., no catalyst is present, equa­
tion (18) reduces to equation (8) which is the result for homoge­
neous nucleation. The quantity AfA appearing in equation (12) has 
already been defined in equation (9). Substituting equations (12), 
(13), and (17) into equation (11), we obtain after considerable alge­
braic manipulation 

R h 

7 ,2[1 + (' 

B JT% " /( h(m,z) 

x exp[- : (A/A + AFc')/KT}dT 

vAM^zlYnN,^ 

AN/SI, exp(-AFc'/KTf), 

(19) 

For both types of nucleation the freezing temperature is deter­
mined by the value of Tf that satisfies equation (7) or equation 
(19) depending upon the nucleation mechanism. Because of the 
complex temperature dependence of the various terms appearing 
in the integrals on the left-hand sides of these equations, it is not 
possible to obtain closed form solutions. Instead, it is necessary to 
use a numerical method which involves selecting a value of Tf and 
evaluating the left-hand and right-hand sides of equations (7) or 
(19) independently. If the two sides are not equal, a new value of 
Tf is selected. The process is repeated until the two sides of the 
equations agree. Note that equations (7) and (19) are general in 
that they can be applied to open systems for which the number of 
molecules of the liquid phase vary with time in both the homoge­
neous and heterogeneous cases and the number of impurities vary 
with time in the heterogeneous case. 

R e d B l o o d Cel l M o d e l 
The physical dimensions and internal composition of the RBCs 

are given in references [15, 16]. It is assumed the cell membrane is 
permeable only to water and impermeable to solutes; consequent­
ly, the hemoglobin and dissociated electrolytes are not able to 
leave the cell during the cooling and thawing processes. The per­
meability of the membrane to water is assumed to be of the form 
[13] 

k= 1.85 x 10"15 e x p [ 3 3 5 . 1 7 4 / i / - 2 6 . 2 8 6 + b(T - Tg)] (20) 

where Te = 293 °K in the present case. 
The foregoing expression for the permeability of water takes 

into consideration not only the temperature of the system but also 
the osmolality of the extracellular solution. Note that the perme­
ability decreases as the temperature decreases. During the freezing 
process, ice will form preferentially outside the cells due to the 
minute temperature gradients responsible for conduction heat 
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transfer from the cells to the boundaries of the suspending medi­
um in contact with the coolant. Because of the presence of extra­
cellular ice, a chemical potential difference will exist between ex­
tracellular and intracellular solutions. Intracellular water will 
begin to flow out of the cells in order to reduce this difference and 
maintain equilibrium. As water flows out of the cells, cell volume 
decreases resulting in an inward displacement of the cell mem­
brane. Since intracellular proteins such as hemoglobin cannot pen­
etrate healthy membranes, they accumulate along the inner sur­
face of the membrane which produces a spatial concentration gra­
dient of protein within the cell. In effect, the moving membrane 
sweeps these molecules out of the intracellular solution like so 
many fish caught in a net. As the temperature is reduced further, 
the membrane permeability to water decreases, and the presence 
of the randomly stacked layers of protein adjacent to the inner 
wall of the cell membrane further increases the resistance of the 
membrane to water flow. The decrease in mobility of water across 
the cell membrane causes the concentration of solutes within the 
cell to increase less rapidly than the concentration outside the cell. 
Since both the extracellular and intracellular media are at the 
same temperature, the intracellular medium becomes supercooled. 
As a result, conditions favorable to intracellular nucleation, either 
homogeneous or heterogeneous, soon develop inside the cell. Clear­
ly, the time required for these conditions to develop will depend 
upon the cooling rate and the cell characteristics. 

Mazur [17] first studied the volume change of RBCs due to 
water loss during the cooling process. A later study [13] which rep­
resents an extension of Mazur's model reveals that the osmolality 
of the extracellular solution as well as the degree of supercooling 
can significantly alter the volumetric changes of RBCs during the 
cooling process. 

Three coupled equations describe the response of the cell to 
changes in temperature: 

1 Rate equation: 

rf|P = _ M W ^ l n (^ain/^out) ( 2 1 ) 

2 Mass conservation equation: 

dn™ , dn ° o u t , rfw/out _ n , „ „ 

3 Equilibrium equation (external medium): 

J „ flout ,1,, a i n 
" " ? _ ""•/ _ 7, f„ aout 

dT - ~~wr ,lTp['h 

d(t> i n Y «out 
0 3 X out U1 Ar 

+ 2« s
0 U t ] /2 f lT 2 H/ u ' [ ^ - S 5 u T ~ n aout + 2n

 ollr •! ^23^ 

The solutions of these equations do not predict the temperature 
at which intracellular ice may appear but instead show the behav­
ior of the molar concentration of the intracellular solution as a 
function of the temperature of the system consisting of the cell and 
its suspension. To determine the intracellular freezing tempera­
ture, it is necessary to combine equations (21), (22), and (23) with 
either equation (7) or equation (19) depending on the nucleation 
mechanism. 

R e s u l t s 

For the case of homogeneous nucleation, we have used this tech­
nique to determine the intracellular freezing temperature in RBCs 
experiencing different cooling rates. These results are presented in 
Fig. 1. The cell volumes used in the calculations varied from 3(V3 

to 200V3 which corresponds to 99.99 percent of the Gaussian distri­
bution of volumes of human RBCs. The nucleation temperatures 
only differed a degree in the volume range of 3 0 > 3 - 2 0 0 M 3 at a par­
ticular cooling rate. Thus, the dependence of the homogeneous nu­
cleation temperature on RBC volume is quite weak. Notice that 

COOLING RATE.B CK/MIN) 
Fig. 1 Homogeneous freezing temperature of red blood cells cooled at 
constant rates 

there exists a sharp distinction between the nucleation tempera­
tures at cooling rates less than 10,000°K/min and larger than 
10,000°K/min. The average homogeneous nucleation temperature 
is on the order of 210-212°K for the lower cooling rate and on the 
order of 230-233°K for the higher cooling rates. The critical radius 
of the nuclei corresponding to these nucleation temperatures and 
cooling rates is on the order of lOA. 

As a comparison, the freezing temperature for homogeneous nu­
cleation in a RBC composed only of pure water with a volume be­
tween 18.95M3 and 126.30/i3 (i.e., 63.15 percent of the normal RBC 
volume) is evaluated and is represented by the solid straight line in 
Fig. 1, i.e., the case for xy

a = 1.0. The homogeneous freezing tem­
perature increases as the cooling rate decreases which is evident 
from the form of equation (3). For cooling rates larger than 
10,000°K/min, the two analytical curves are separated only by a 
small difference which is due to the initial electrolyte concentra­
tion in a RBC. However, for cooling rates smaller than 10,000°K/ 
min, there is a large difference between the two analytical curves 
due to the formation of a solid eutectic solution at the smaller cool­
ing rates. 

The evaluation of the freezing temperature for the case of heter­
ogeneous nucleation is a bit more involved than the homogeneous 
case because of the complex way in which the impurity character­
istics affect the kinetics. For these calculations we have assumed 
the impurities on which nucleation occurs to be spheres with radii 
of 32 A and a number density of 32 X 107 per cell. Both of these 
characteristics are typical of intracellular proteins. We also need to 
establish the contact angle between the embryo and impurity on 
which the embryos form. Since no information is available about 
this contact angle for typical biomaterials, we have calculated the 
freezing temperature, T/, for various contact angles between 0 and 
IT radians (or alternatively the parameter m, which is the cosine of 
the contact angle, was varied between —1.0 and +1.0). 

The results of these calculations are presented as a function of 
cooling rate in Fig. 2 for a RBC with the physical dimensions noted 
previously and an impurity of radius 32A. Notice that for a given 
value of m, the temperature for heterogeneous nucleation is a 
strong function of cooling rate within a narrow range of cooling 
rates which we have termed the demarcation zone. For cooling 
rates below the demarcation zone the nucleation temperature is 
low, but for cooling rates above the demarcation zone, the nuclea­
tion temperature is high. Notice also that as m increases from —1.0 
to +1.0, the range of cooling rates that influence nucleation tem­
peratures decreases from 9000°K/min to 2000°K/min. Also for 
these variations of m, the nucleation temperature at any given 
cooling rate increases as m increases. This behavior is due to the 
fact that large values of m result in large values of the critical radi-
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Fig. 2 Effect of contact angle on heterogeneous freezing temperatures of 
red blood cells cooled at constant rates 

us, which in turn lead to high nucleation temperatures. The afore­
mentioned demarcation zone is so narrow that we can readily 
quantify fast and slow cooling rates for a given value of m. The re­
sults of Fig. 2 show that the nucleation temperature for slow cool­
ing rates ranges from 220°K to 241°K while the nucleation tem­
perature for fast cooling rates ranges from 239°K to 262°K. These 
values for the heterogeneous nucleation temperature are signifi­
cantly higher than the corresponding values for the homogeneous 
nucleation temperature. In contrast to homogeneous nucleation, 
the freezing temperature for heterogeneous nucleation is com­
pletely independent of RBC volume. This is to be expected since 
the homogeneous nucleation process depends upon the volume of 
the liquid phase in the cell whereas the process of heterogeus nu­
cleation depends on the number of nucleation sites in the cell. The 
number of these sites is sufficiently large in any healthy cell to sat­
urate the cell with nucleation sites. 

In the event that the impurities agglomerate, the nucleation rate 
will be markedly affected because the AFC' required for the forma­
tion of a nucleus will be smaller; consequently for a particular cool­
ing rate the freezing temperature will be higher for a larger size 
catalyst. To determine the effect of the packing or agglomeration 
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Fig. 3 Effect of catalyst radius on heterogeneous freezing temperatures 
of red blood cells cooled at constant rates 

0.90 0.80 

MOLAR FRACTION OF WATER, X 

Fig. 4 Locus of states of intracellular solution of red blood cells cooled at 
constant rates (states of extracellular solution coincident wi th locus of two-
phase equil ibrium states) 

of the impurity molecules, we varied the impurity radius in incre­
ments of 32A from 32A to 160A and calculated the freezing tem­
perature for a contact angle of zero radians (i.e., m = +1.0) which 
results in a critical radius equal to the radius of the impurity. The 
results of these calculations are shown in Fig. 3. 

Notice that as the radius of the impurity increases from 32A to 
160A, the cooling rate corresponding to the demarcation zone de­
creases from 2000°K/min to 200°K/min. The range of nucleation 
temperatures for low cooling rates varies from 241°K to 249°K, 
and the range of nucleation temperatures for high cooling rates 
varies from 262°K to 270°K. Fig. 3 also shows that because of the 
hyperbolic dependence of the critical radius on temperature, the 
heterogeneous nucleation temperature for a particular cooling rate 
increases as the impurity radius increases, but only up to a certain 
limit. Beyond this limit, the nucleation temperature is essentially 
independent of impurity size. This can be seen if one replots the 
analytical data in Fig. 3 for the freezing temperature versus impu­
rity radius with cooling rate as the parameter (cf. Fig. 7). 

The sharp demarcation between high and low cooling rates is of 
special interest because of its potential importance in clinical ap­
plications. The demarcation is due to the variation of intracellular 
water during freezing. Fig. 4 shows the molar fraction of intracellu­
lar water at various cooling rates for a typical RBC as obtained 
from simultaneous solutions of equations (21), (22), and (23). In all 
cases it is assumed that the external solution follows the equilibri­
um curve from 272.4°K, the normal freezing temperature of the so­
lution, to the eutectic temperature 252.0° K. At the eutectic tem­
perature, the remaining extracellular solution forms a solid solu­
tion such that the external medium consists of pure ice and the 
solid solution. Because of the resistance to water transport offered 
by the membrane, the intracellular medium is supercooled and nu­
cleation may occur at temperatures below the eutectic tempera­
ture. In Fig. 4, notice that for cooling rates less than 3000°K/min, 
the cooling curves join the equilibrium curve at temperatures 
greater than the eutectic temperature, but for cooling rates larger 
than 3000°K/min, the cooling curves join the equilibrium curve 
below the eutectic temperature. It was shown in reference [13] that 
similar results can be obtained by holding the cooling rate constant 
and varying the membrane permeability; thus, it follows that a cell 
cooled at a high rate behaves as though it has a membrane with a 
low water permeability. That is, the heat transfer dominates over 
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the mass transfer so that intracellular water is trapped inside the 
cell and pure ice precipitates out of the intracellular solution at a 
supercooled temperature. At low cooling rates, the converse is true. 
Mass transfer dominates over heat transfer so that a considerable 
portion of the intracellular water leaves the cell and a solid solu­
tion forms within the cell at a subeutectic temperature. 

The existence of a sharp demarcation betweeen high and low 
cooling rates is in agreement with the experimental data obtained 
by Diller [18]. He has shown that for cooling rates larger than 
850°K/min, intracellular ice is formed in 100 percent of the RBCs 
in the specimens, whereas for cooling rates less than 840°K/min, 
he was not able to detect intracellular ice by light microscopy. It is 
possible that the solid solution was present in these latter cases 
but was not detectable by his technique. 

Because RBCs frequently are supercooled in clinical applica­
tions, it is worthwhile to study carefully the effect of the degree of 
supercooling, ATS, on the heterogeneous freezing temperature of 
RBCs as a function of cooling rate and catalyst radius. In Fig. 5 is 
presented the heterogeneous freezing temperature of RBCs for su­
percooling of 0°K, 5°K, 8"K, 9.8°K, and 10.1°K, respectively, for a 
catalyst radius of 32A and a contact angle of 0 deg. Notice that the 
demarcation zone is shifted to slower cooling rates for higher de­
grees of supercooling. This trend is in agreement with the experi­
mental data obtained by Diller [19]. For 0°K supercooling, the de­
marcation zone appeared between 840°K/min and 850°K/min, for 
5°K supercooling, the demarcation zone appeared between 
795°K/min and 805°K/min, and for 12°K supercooling, the de­
marcation zone appeared between 6°K/min and 16°K/min. In 
order to study the effect of impurity packing as well as supercool­
ing, the cooling rates corresponding to the demarcation zone are 
presented in Fig. 6 as a function of supercooling and catalyst radi­
us along with the experimental data of Diller [19]. Again the de­
marcation zone cooling rate is shifted to lower values for both a 
larger degree of supercooling and a larger catalyst radius. 

It is also possible that the kinetics of intracellular ice nucleation 
may be initiated by the propagation of ice crystals from the extra­
cellular medium through the cell membrane to the intracellular 
medium. Mazur [17] has proposed such a mechanism based upon a 
porous membrane model. When ice first appears extracellularly, 
the membrane acts as a barrier to the penetration of ice, but as the 
cell suspension is cooled further, the intracellular contents super­
cool. Water trapped in the membrane pores nucleates with the ex­
tracellular ice acting as a catalyst. The ice then propagates through 
the membrane and acts as the catalyst for the heterogeneous nu­
cleation of ice inside the cell. The relationship between the cooling 
velocity, freezing temperature, and catalyst radius operative in this 

DEGREE OF SUPERCOOLING, ATS PK) 

Fig. 6 Effect of catalyst radius on demarcation zone cooling rate for su­
percooled red blood cells 

mechanism can be readily obtained from the present analysis for 
the RBC. 

From measurements of the osmotic pressure gradient across 
RBC membranes [20], the number of pores in a RBC membrane 
can be shown to be approximately 5.96 X 104 pores/RBC. Then 
with an effective catalyst radius (propagating ice crystal radius) 
equal to the membrane pore radius and a contact angle of 0 deg (m 
= +1.0) between the ice crystal catalyst and the embryo, equation 
(10) can be employed with N/ the number of pores and Q/ the ex­
posed surface areas of the ice crystal propagating through the pore. 
For a pore radius varying from l.oA to 32.0A the resulting hetero­
geneous nucleation temperatures for the case of zero supercooling 
are shown in Fig. 7 together with the results of heterogeneous nu­
cleation for n = 32A previously shown in Fig. 3. The top solid line 
corresponds to the intracellular nucleation of pure ice whereas the 
bottom solid line corresponds to the nucleation of a solid solution 
of pure ice and eutectic solid inside the cell at subeutectic temper­
atures. 

Note that the results for heterogeneous nucleation by ice propa­
gation through the cell membrane are indistinguishable from the 
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Fig. 7 Effect of catalyst radius on heterogeneous freezing temperatures 
Fig. 5 Effect of supercooling on heterogeneous freezing temperatures of of red blood cells cooled at constant rates for both heterogeneous nuclea-
red blood cells cooled at constant rates tion mechanisms 
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results of heterogeneous nucleation on the surface of a spherical 
impurity because the intracellular medium in both cases is saturat­
ed with catalyst on which ice embryos can form. Thus, the freezing 
temperature in effect becomes a function of catalyst radius only. 
Note also in Fig. 7 that as the catalyst radius approaches zero, the 
heterogeneous freezing temperature approaches the freezing tem­
perature for homogeneous nucleation. 

Conclusions 
The results of the present study reveal that heterogeneous nu­

cleation is a possible mechanism in RBCs. These cells contain cat­
alyst of sufficient size and in sufficient numbers, either singly or in 
groups, to trigger the nucleation process. Available experimental 
data are not adequate to identify the nature of the catalyst, but 
several possibilities exist. Of course, it is also possible for the intra­
cellular medium to nucleate even in the absence of a catalyst. 
However, for this homogeneous nucleation process, the freezing 
temperature is approximately 30°K lower than for the heterogene­
ous case. 

Both heterogeneous and homogeneous nucleation are divided 
into two distinct regions—low cooling rates and high cooling rates— 
separated by a demarcation zone. High freezing temperatures are 
typical of high cooling rates and low freezing temperatures are typ­
ical of low cooling rates. For heterogeneous nucleation, the demar­
cation zone shifts to lower cooling rates as the size of the catalyst 
increases. Thus, the larger the catalyst, the higher will be the 
freezing temperature at a given cooling rate. All of these results of 
the analysis imply that intracellular freezing of human RBCs is 
probably due to heterogeneous nucleation triggered by some cata­
lyst. 

The analysis also shows that if the extracellular medium is al­
lowed to supercool, the probability of finding intracellular ice in 
RBCs will increase since the demarcation zone shifts to lower cool­
ing rates as the degree of supercooling increases. Furthermore, the 
greater the degree of supercooling, the more sensitive the RBC 
freezing temperature becomes to intracellular ice formation. That 
is, when the degree of supercooling is high, a shift in supercooling 
of a few tenths of a degree in temperature can shift the demarca­
tion zone by an order of magnitude of more. The analytical results 
are in agreement with past experimental data and clinical experi­
ence. It follows, then, that supercooling should be minimized in 
clinical freezing if the lethal effects of intracellular ice are to be 
avoided. 
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Analysis of Muidimensional Conduction 
Phase Change Via the Enthalpy Model 
The basis of the enthalpy model for multidimensional phase change problems in media 
having a distinct phase change temperature is demonstrated, and subsequent numerical 
applications of the model are carried out. It is shown that the mathematical representa­
tion of the enthalpy model is equivalent to the conventional conservation equations in 
the solid and liquid regions and at the solid-liquid interface. The model is employed in 
conjunction with a fully implicit finite-difference scheme to solve for solidification in a 
convectively cooled square container. The implicit scheme was selected because of its 
ability to accommodate a wide range of the Stefan number Ste. After its accuracy had 
been established, the solution method was used to obtain results for the local and sur­
face-integrated heat transfer rates, boundary temperatures, solidified fraction, and in­
terface position, all as functions of time. The results are presented with SteFo (Fo = 
Fourier number) as a correlating parameter, thereby facilitating their use for all Ste 
values in the range investigated. At low values of the Biot number, the surface-integrat­
ed heat transfer rate was relatively constant during the entire solidification period, 
which is a desirable characteristic for phase change thermal energy storage. 

Introduction 

Recent interest in the storage of thermal energy from intermit­
tent sources such as the sun as well as ongoing interest in various 
processes in metals casting, food technology, welding, coating, etc. 
has highlighted the importance of solid-liquid and solid-vapor 
phase change phenomena. Although numerous papers have dealt 
with such phase change heat conduction problems, most of them 
have been restricted to one-dimensional cases. The few investiga­
tions that do deal with two-dimensional problems have been pri­
marily concerned with predicting the location of the solid-liquid 
interface, omitting such information as heat flux variations, freez­
ing rates, and temperature differences. Furthermore, in the main, 
the results are restricted to specific problems and to a limited 
range of parameters. In addition, none of the solution methods ap­
pears to be general and powerful enough to be applied successfully 
to the wide range of practical problems encountered in the techno­
logical fields mentioned in the foregoing. 

A review of the relevant literature will now be presented in order 
to identify the present state of knowledge about the solution of 
multidimensional problems. Analytical and semianalytical meth­
ods of solution are described in references [1-9].1 In general, these 
methods are tailored to specific problems and, therefore, have a 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division January 26,1975. Paper No. 75-HT-XX. 

limited range of applicability. A summary of the aforementioned 
references is available in the thesis [10] on which the present paper 
is based. 

If attention is now turned to purely numerical methods, it is 
convenient at the outset to divide them into two groups, based on 
the choice of dependent variables used. In the first group, the tem­
perature is the sole dependent variable, and energy conservation 
equations are written separately in the solid region and in the liq­
uid region. This is the approach employed most often to date. 
Since the interface between the two regions is, in general, an un­
known curve whose position and shape vary with time, any finite-
difference or finite-element discretization poses a problem in han­
dling the interface. Publications covering this method are listed as 
references [2, 6, 11-14] and a summarizing description of their con­
tent is given in [10]. 

In the second group, the enthalpy is used as a dependent vari­
able along with the temperature. This formulation may be termed 
the enthalpy method and will be more fully described in the Anal­
ysis Section of this paper. In this model, the interface is eliminated 
from consideration in the calculations, and the problem is made 
equivalent to one of nonlinear heat conduction without change of 
phase. 

In all the previous work on two-dimensional phase change that 
was performed using this model, the curve of enthalpy versus tem­
perature for the phase change substance has been assumed to have 
a finite slope at the phase change temperature. Such a representa­
tion is valid only for materials that change phase over a range of 
temperatures. Meyer [15] described a purely implicit two-dimen-
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sional finite-difference scheme for studying phase change phenom­
ena using this model, but presented only fragmentary numerical 
results. Although Meyer's approach was based on a model where 
the phase change occurs over a range of temperatures, he was pri­
marily concerned with substances that change phase at a single 
distinct temperature, as was the case in the work of Comini and co­
workers [16]. Bonacina and co-workers [17] showed that even in 
the one-dimensional case, the magnitude of the assumed range of 
phase change temperatures has an appreciable effect on the re­
sults. In light of these findings, it is highly desirable to develop a 
method which can deal both with substances that have a discrete 
phase change temperature and with those that change phase over a 
range of temperatures. 

In a study of particular interest to the present authors, owing to 
its solar energy application, Griggs, Pitts, and Humphries [18] em­
ployed both explicit and implicit finite-difference schemes. In 
their implicit formulation, the treatment of the interface is similar 
to that of the enthalpy method, although it was not recognized as 
such. All the results presented in [18] apply to the instant at the 
end of melting, and information such as spatial and timewise heat 
flux variations and melting rates is not reported. 

In this paper, an easily applied implicit finite-difference scheme 
incorporating the enthalpy method is described and subsequently 
employed. At the outset, it is demonstrated that the enthalpy form 
of the conservation equation is equivalent to three differential 
equations which are the conventional energy equations, one in 
each of the two single phase regions and the third at the interface. 
The solution method is equally applicable to substances that have 
a discrete phase change temperature and to those that do not, is 
unconditionally stable, and has minimum memory requirements 
when used on a digital computer. The method was applied to the 
solution of freezing in a square domain subject to convective cool­
ing. Results were obtained for spatially local and total heat fluxes, 
boundary temperatures, solidified fraction, and interface position, 
all as functions of time. 

A detailed examination was made of various aspects of the com­
putational scheme. The accuracy of the results presented here is 
believed to be high enough to suggest that they may be used as a 
standard of reference for other solution techniques that may be 
developed in the future. 

A n a l y s i s 
Verification of the Enthalpy Model. Although the enthalpy 

model has been described qualitatively by Dusinberre [19] and in 
greater detail by Baxter [20] and by Eyres and co-workers [21] for 
one-dimensional problems, the authors have not seen a rigorous 

demonstration of the equivalence between the enthalpy form and 
the conventional form of the energy conservation equations for the 
case of a substance with a discrete phase-change temperature. 
Such a demonstration will, therefore, be presented here for the 
general multidimensional case. In the derivation, it will be as­
sumed that the densities of the solid and liquid phases are identi­
cal and uniform, but that the other thermophysical properties may 
differ between the two phases and may also depend on tempera­
ture. 

Prior investigators who employed the enthalpy model based 
their work on a differential equation involving the terms di/dt and 
div(/z grad T), where i is the specific enthalpy. At the interface, 
however, both i and (k grad T) change discontinuously, so that the 
aforementioned terms are indeterminate and the differential equa­
tion is not applicable at the interface. Therefore, to obtain an en­
thalpy-based representation of energy conservation which is valid 
at the interface as well as in the adjacent single phase regions, an 
integral relation is used. 

For an arbitrary control volume V which is fixed in space, the 
rate of increase of its energy content with time has to be equal to 
the net rate at which heat is conducted into V through its surface 
area A, if there are no sources of energy inside V and no external 
work is performed. In mathematical form, 

J r [vpudV= fAk g r ad T-ndA (1) 

This equation is applicable whether or not the interfacial surface 
passes through V. It may be noted that the pressure p is indepen­
dent of time in the absence of motion. Therefore, 

d_ 
dt 

f pdV = 0 (2) 

and, if pu is replaced by pi — p, then the following form of the en­
ergy conservation law, which will hereafter be called the enthalpy 
equation, emerges 

j fvpidV = fAk g r ad T• ndA (3) 

The i versus T relationship for the phase change substance is used 
in conjunction with equation (3). 

In order to demonstrate the equivalence of this relation to the 
conventional forms, it will be applied first to a control volume 
which does not contain the interface, and then to another control 
volume through which the interface passes. In the first case, both 
pi and (k grad T) are continuous throughout V and A, respective­
ly, so that the divergence theorem may be applied to the right-
hand side to get 

-Nomenc la ture -

A = surface area of container 
a = cross-sectional area of finite-dif­

ference element 
Bi = Biot number, hL/ks 

c = specific heat 
F = solid fraction 

Fo = Fourier number (ks/pcsL
2)t; AFo, 

dimensionless time step 
h = convective heat transfer coefficient 
i = specific enthalpy 

k = thermal conductivity 
L = half side dimension of container 

wall 
P = perimeter of finite-difference ele­

ment 
Q = surface-integrated heat transfer 

rate 

q = local heat transfer rate 
q = dimensionless local heat flux, 

<?//i(Tsa, - T ) 

Ste = Stefan number, cs(Tsai - Tm)/\ 
s = arc length along perimeter P 

temperature 

saturation temperature 
coolant temperature 
time 
specific internal energy 
local velocity of interface along its 

normal 

dimensionless spatial coordinates, 
x/Landy/L 

x, y = spatial coordinates 
& = spatial step size 

T 

fsat 

t 
u 

X, Y = 

8 = dimensionless enthalpy variable, 
equation (17) 

A = latent heat of fusion 
p = density 
<t> = dimensionless temperature vari­

able, equation (17) 

Subscripts 

i, j = spatial location 
/ = liquid region 
s = solid region 

w = wall of container 

Superscripts 

m = time level 
* = saturated state 
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fv-t {pi)dV = / r d i v {k g r ad T)dV (4) 

To obtain the left-hand side of equation (4) from (3), it may be 
noted that the operations of volume integration and differentia­
tion with respect to time can be performed in reversed order be­
cause V is independent of time and the integrand is continuous. 
In addition, when moved inside the integral, d/dt becomes d/dt. 
Further, since (4) can be written as 

fv[~t(p!) ~ div (k g r ad T)]dV = 0 (5) 

which is true for any control volume V within a single phase re­
gion, it is necessary that 

— {pi) - div {k g rad T) = 0 (6) 

By using the relation di = cdT, the enthalpy may be eliminated to 
get 

pcdT/dt = div {k g r ad T) (7) 

This is the conventional heat conduction equation for a single 
phase region. 

Now, we shall apply equation (3) to the control volume V which 
spans the interface as shown in Fig. 1. At time t, the interfacial 
surface 2 divides the control volume V into a solid portion Vs and 
a liquid portion V;, and similarly divides the surface area A of V 
into two parts A,- and Ai. After a small increment St in time, the 
interface occupies a new position 2 ' and, during this time, has 
swept through the incremental volume SV, resulting in an increase 
in the volume of solid and a corresponding decrease in the volume 
of liquid. In this case, (k grad T) and i change discontinuousiy 
across the moving surface 2. Therefore, in order to derive the con­
servation condition at the interface, we shall split the integrals on 
both sides of (3) into their components for each region and study 
their variations in time separately. The integral on the left of (3) 
will be investigated first. 

At time t, 

JvpidV = fy{pi)sdV + fVl{Pi),dV = fVs{pi)sdV 

+ Sv^rWidV + IjP^idV (8) 

and at time t + St, 

+ Jjpi)sdV + Jv^y(pi)tdV (9) 

The left-hand side of (3) is obtained by subtracting (8) from (9), 
dividing by St, and taking limits as St approaches zero. Remem­
bering that as St -* 0, (V) — SV) -» Vi, we get 

+ lim f (g*>***«t " ^ihlgy (io) 
M-o J ™ s; 

Attention may now be focused on the last term on the right-
hand side. This term involves an integral over the incremental vol­
ume SV which spans the interface. As St —- 0, the ratio dV/St ap­
proaches u„*d2, where un* is the local velocity of the interfacial 
surface element d 2 normal to itself and toward the liquid region. 
Also, the space which is enclosed by SV shrinks to the surface 2, so 
that the region of integration becomes 2. Simultaneously, is and it 
approach their saturation values is* and it*. Hence, 

JthpidV=Jthy^dV+ith^dV 

+ / c p ( « , * - i,*)v„*dS (11) 

Next, the integrals over Vs and Vi are replaced by applying the 

Fig. 1 Control volume for derivation ot interface condition 

enthalpy equation (3) to the respective single phase regions, and it 
is recognized that (ii* — is*) = X is the enthalpy of fusion, thereby 
reducing (11) to the form 

TtIvpidV= / v c * g r a d T . f i d A 

+ / k g r a d T-ndA - / p\vn*dT, (12) 

In the first term on the right-hand side, n represents the outward 
normal to Vs, whereas in the second, it represents the outward nor­
mal to Vj. If we denote by n* the local normal to 2 toward the liq­
uid region, then for the portions of the two integrals over 2, n = n* 
and n = — n* respectively. With these observations, we then split 
up the integrals in (12) and recombine them to get 

ftfYpidV = JAk g r ad T-iulA + J > f £ > . - (fefjf), 

- pXvn*}dZ (13) 

where the integral over A is the sum of the integrals over As and 
A,. 

Next, by subtracting from (13) the enthalpy equation (3), we 
find that the integral over 2 is equal to zero. Since 2 is an arbi­
trary part of the interface, the integrand vanishes at all points on 
the interface. Hence, 

{kdT/dn*)s - {kBT/Bn*)t - pXvn* = 0 (14) 

This is the conventional energy conservation condition at the in­
terface, thereby completing the derivation. 

For a substance that solidifies over a range of temperatures, 
there is no sharp interface. The relation di = cdT also applies in 
the interfacial region so that the enthalpy equation (3) reduces to 
the heat conduction equation (7) in the solid, liquid, and interfa­
cial regions. 

Finite-Difference Representation of the Enthalpy Model. 
The first step in obtaining a finite-difference representation is to 
subdivide the region of interest into a number of small elements, 
for example, squares for two-dimensional problems and cubes for 
three-dimensional problems. Then, nodal points are placed at the 
centers of the elements, and the values of the enthalpy and the 
temperature at these nodes are studied as functions of time. Dur­
ing the computational process, each element through which the in­
terface passes is identified by keeping track of its total enthalpy /, 
where 

/ = [vpidV (15) 

and V is the volume of the element. If I lies between the two 
values of the integral corresponding to i = is* and i = it*, then the 
interface passes through the element. In this case, the temperature 
of the element is taken to be Tsa t. 

When the / value for an element lies outside the aforementioned 
bounds, then the element is in a single phase region and its specific 
enthalpy is evaluated as 

i = I/pV (16) 
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The temperature of the element is calculated from the known i 
versus T relationship for the material. 

Next, we shall describe a fully implicit difference technique. Be­
fore the implicit scheme was decided upon, numerical experiments 
were performed using the standard explicit method. It was found 
that stability limitations on the time step led to very large 
amounts of computer time being required for the small values of 
the Stefan number Ste that are encountered in the solar thermal 
storage applications of interest here. 

The description of the finite-difference formulation will be re­
ferred to a specific problem associated with a solar energy storage 
unit. A long storage container with a square (2L X 1L) cross sec­
tion contains a phase change material (PCM) that is initially in the 
liquid state at its saturation temperature Tsa t. For t > 0, the con­
tainer is cooled on its surface by convective heat transfer to a fluid 
medium having temperature T„ < T s a t and heat transfer coeffi­
cient h. Both T» and h are uniform along the surface and constant 
with time. The wall of the container itself is assumed to have negli­
gible thermal resistance and heat capacity. Within the knowledge 
of the authors, there are no existing solutions of this problem (nor 
of its one-dimensional form). 

The ensuing transient is to be computed up to the instant when 
the phase change material has completely solidified. Aside from 
the enthalpy, the properties of the PCM are assumed to be inde­
pendent of temperature. 

Symmetry enables the solution to be carried out only for a rep­
resentative octant of the square, as shown in the inset of Fig. 2. 
The symmetry lines are adiabatic and are characterized by the 
boundary condition q = 0. The lower boundary of the octant expe­
riences convective cooling expressed by q = h(Tw — T^,), where 
both q and Tw are unknown functions of time and position. Fig. 2 
also contains an enlarged view of the octant showing the x,y coor­
dinates and nomenclature pertaining to the finite-difference tech­
nique. 

Before employing the finite-difference technique, it is advanta­
geous to convert the governing equations to a dimensionless form. 
The dimensionless space and time coordinates are, respectively, 
X, Y and Fo (see Nomenclature). The parameters of the problem 
are the Biot number Bi and the Stefan number Ste. The Stefan 
number represents the importance of the heat capacity of the solid 
relative to the latent heat. 

Inasmuch as the problem is two-dimensional, we deal with ele­
ments having cross-sectional areas a rather than volume elements 
V that appeared in the general three-dimensional formulation. 
Similarly, the three-dimensional surface area A is replaced by the 
arc length s. These modifications can be incorporated into the en­
thalpy equation (3). 

|x L B̂  

Fig. 2 Representative octant of square container and finite-difference no­
menclature 

According to the enthalpy model, there are two dependent vari­
ables. These are the dimensionless nodal enthalpy 0 and dimen­
sionless nodal temperature ij> defined as follows 

e = 1. fap(isiJ^}daj 0 = Cs(T _ T 3 a t ) A (17) 

The 6 variable is negative within the solidified region and unity in 
the liquid (since the liquid is at T8a t and its enthalpy is ij*). Also, <j> 
is negative in the solid and zero in the liquid. The relationship be­
tween d and <j> is 

<t> = 6 for 6 < 0, (j> = 0 for 0 < 6 < 1 (18) 

For an element through which the interface passes, 0 £ 9 < 1 and 
the value of 0 is equal to the fraction of the element which is in the 
liquid state. 

In terms of the new variables, the enthalpy equation (3) takes 
the form 

(a/L*)d6/dFo = f grad^-nrfs (19) 

where P is the perimeter of the element. From the definition of 0 
and the fact that the PCM is initially saturated liquid, it follows 
that 

6 = 1 at Fo = 0 (20) 

If an element has edges lying on the boundary or on a line of 
symmetry, equation (19) is rewritten as 

(a/L^&e/BFo = ( g rad tf> • nds - Ste Bi f qds (21) 

where P; is the portion of P lying within the PCM and Po is the 
portion coinciding with the boundary or line of symmetry. In equa­
tion (21), q is the dimensionless heat flux on Po- On the lines of 
symmetry, OB and AB, q = 0, and on the bottom boundary OA, q 
= (4> + Ste)/Ste. 

Next, equations (19)-(21) are replaced by their finite-difference 
counterparts. For this purpose, the sides OA and AB are divided 
into n equal parts each, and a lattice of squares is constructed by 
drawing lines parallel to the coordinate axes through the subdivid­
ing points. The nodes of the lattice, which are at intersections of 
these lines, are identified by pairs of indices running from 0,0 to 
n,n starting from the origin of coordinates, as shown in Fig. 2. 
Then, elements having the nodes at their centers are constructed, 
as shown by dashed lines for a few nodes in the figure. 

Using subscript pairs to denote location and superscripts to de­
note time level, the finite-difference representation for an interior 
node such as D is written as-

(e»<u. - 8 - 1 , , , ) / A F o = ( ^ V i . i + <t>"{.i,j + 4>mi,j>i 

+ <Pmi,j-i - 4<pm
UJ)/(8/L)2 (22) 

where AFo is a dimensionless time step and b/L is the dimension­
less spatial step size. 

At a point on the external boundary OA such as E, the differ­
ence equation is 

(0» f t O - 0 - i M ) / A F o = (<£m
i + M + 0 » u l i O + 2*" i , i 

- 4<pm
ii(s)/(6/L)2 - 2 Bi ( < r i i 0 + S te ) / (6 /L ) (23) 

For a typical point F on the adiabatic boundary AB, the difference 
equation resembles equation (23) with the Bi term deleted. Slight­
ly different equations are written for the corners O, A, and B. For a 
point such as G, the symmetry condition gives 0;,i+im = 0i+i,im-

It should be observed that in writing equations (22) and (23), de­
rivatives with respect to time are represented by backward (impli­
cit) differences, whereas central differences are used for the spatial 
derivatives that appear in the gradient operator. 

The foregoing difference equations, together with the initial 
condition Oij° = 1 (for all i and j) and the rules in (18), form a 
complete set of nonlinear, simultaneous algebraic equations for the 
unknown temperatures and enthalpies at time level m. These 
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equations contain known enthalpies from time level m — 1 as 
input. 

Solution of the Finite-Difference Equations. A number of 
techniques were investigated [10] for solving the system of alge­
braic equations that were obtained in the preceding subsection, 
and the Gauss-Seidel iterative method was selected for the produc­
tion runs. This method is attractive because it needs little comput­
er memory. In addition, the iterations necessary for the solution 
and the iterations necessary to ascertain the applicable relation­
ship between B and <f> can be carried out simultaneously. We shall 
describe the solution method for a representative equation such as 
(22). The other equations are treated in the same manner. 

Suppose that the solution has been performed up to the time 
level m — 1, and it is desired to extend it to level m. To start the 
calculation, as a first guess, all the B'n values are taken equal to the 
corresponding Bm~l values of the previous time level. Then, pro­
ceeding in some definite order as to the way i and j are varied, the 
first iteration is performed as follows. Equation (22) is written in 
the form 

(6/Z,) 2 /AFo 9m
U] + 4<j>m

uj = ( 6 / L ) 2 / A F o emA
u] 

+ ( * "Vi . , + <t>miA,j + 4>m
ilJ+i + <t>miti.d (24) 

As per the rules (18), if the unknown Bif1 < 0, the left-hand side of 
(24) is equal to ((6/L)2/AFo + 4)0;jm. On the other hand, if 0 < 
(hf < 1, the left-hand side becomes ((S/L)2/AFo)0i,/

n. In either 
case, the coefficient of 0,/" is positive definite. Hence, the sign of 
Bi f is the same as that of the right-hand side of (24), and this fact 
is used to determine the applicable 8,(j> relationship as discussed in 
the next paragraph. 

The right-hand side of (24) is evaluated by using the most re­
cently computed values of 6m at the four points surrounding ij 
and applying (18) to obtain the corresponding <f> values. If the 
right-hand side is negative, this means that 0;,/" < 0, so that divid­
ing the right-hand side by (S/L)2/AFo + 4 gives the new value of 
Bif. On the other hand, if the right side of (24) is positive, the new 
value of Oijm is obtained upon dividing by (5/L)2AFo alone. After 
recording the change in 8if relative to the guess value, the latter 
is immediately replaced by the new value. 

This process is then repeated for all the nodes, and the recorded 
changes in the 0 values relative to the first guess are examined to 
see if they satisfy a convergence criterion. If they do not, the whole 
procedure is performed a second, third, etc., time, until the criteri­
on is satisfied. In this way, the solution is extended in time as long 
as required. 

The dimensionless step size in time AFo may be varied as the 
transient progresses in order to either hasten the computations or 
to obtain more detailed results. Further, a substantial saving in 
computational effort is achieved by not solving difference equa­
tions in the liquid region, which remains at the saturation temper­
ature. 

Stability of the Implicit Method. Because of the nonlinear 
nature of the algebraic equations, the usual means of examining 
the question of stability are inapplicable. Application of von Neu-
mann's'method to a linearized version of the equations (i.e., with 0 
= 8 everywhere) indicates unconditional stability, but the only sat­
isfactory way of settling the question appears to be by numerical 
experimentation with various combinations of spatial and time-
wise step sizes. During the entire course of the extensive computa­
tions that were performed, instability was never encountered, even 
for very large steps in time. The step sizes are, therefore, governed 
entirely by requirements of numerical accuracy. 

Deduction of Results. The iterative method of the previous 
paragraph yields values of 8 as a function of time at all the nodal 
points. We shall now describe how to obtain the temperature field, 
surface heat flux distribution, solidified fraction, and interface 
location from these 0 values, at any given instant of time. 

The temperatures at the nodal points are easily obtained from 
the 8,<l> relationship (18) and the definition of 4> m equation (17). 
At those nodes where B < 0, the temperature is given by T = T s a t + 

\0/cs. At the rest of nodes, 0 < B < 1 and T = Tsa t. The tempera­
tures Tw(x) at the nodes situated on the exposed boundary 0,4 are 
then used to compute the local heat flux qw(x) by using the rela­
tion qw = h(Tw - T„). Then, the local flux distribution is integrat­
ed along the perimeter of the container by employing a tabular in­
tegration technique.. 

The fractional part of the PCM which has solidified is obtained 
by summing up the masses of the solid elements and the solid por­
tions of the masses of the two-phase elements, and dividing by the 
total mass. In carrying out the operations, it should be noted that 
the solid portion of a two-phase element is equal to 1 minus the I) 
value for the element. 

For obtaining the solid-liquid interface, use is made of the two-
phase elements. If the spatial subdivision is sufficiently fine, a 
close approximation of the interface may be obtained by drawing a 
smooth curve through these elements. If this is insufficient, greater 
accuracy is achieved by using the values of B for each of these ele­
ments and then drawing the interface by visual inspection or by a 
yet to be developed algorithm. A less laborious alternative is to re­
gard the area of the liquid region, subtended between AB and a 
moving vertical line, as being a function of the distance between 
these lines, and then to obtain the ordinate of the interface by dif­
ferentiation. The interface positions presented in this paper were 
found by such a differentiating procedure. 

Results 
The calculation procedure described in the previous section was 

employed to obtain a complete set of results for parametric values 
of the Stefan number equal to 0.01, 0.05, and 0.10, and for values 
of the Biot number equal to 0.1, 1, and 10. These values were cho­
sen to be consistent with the design requirements for a solar ener­
gy storage unit suitable for use in an electricity generating plant. It 
will suffice to mention here that L is typically of the order of ,r> cm 
(2 in.), and T s a t - T - is limited to around 10C (~ 20 °F). These 
numbers, together with the thermal properties of the various sub­
stances being considered for use as PCM's, lead to the range of 
Stefan numbers mentioned. Further, the pool boiling heat transfer 
coefficients expected in the application give rise to the previously 
mentioned range of Biot numbers. 

Results of Numerical Exper iments . Three operational as­
pects of the solution method were examined by extensive numeri­
cal experiments. The first aspect was the convergence criterion for 
the nonlinear algebraic equations which were solved iteratively at 
each time step. A convergence criterion based on the average of the 
absolute magnitudes of the changes of the enthalpy variable at the 
active nodes (0 < 1) was used. Convergence to three significant fig­
ures was obtained when the convergence criterion was in the range 

io-6-io~7. 
The effect of the time step size was the second aspect that was 

examined. For a given case, the time step AFo was varied as the so 
lidification proceeded, with the steps being chosen smaller or larg­
er to accommodate faster or slower rates of solidification. To in­
sure that the step size AFo was not a factor in the accuracy of the 
results, runs were successively repeated with halved time steps. 
The AFo values were considered small enough when the results of 
two successive runs agreed to three significant digits. 

The final aspect studied was the influence of the spatial step 
size. Experiments made with &/L = 0.2, 0.1, 0.05, and 0.025 showed 
definite convergence, with the results for 0.05 and 0.025 being the 
same to within plotting accuracy for Bi = 0.1 and Bi = 1. For the 
final computer runs, consequently, the 0.05 step size was em­
ployed. For the Bi = 10 case, the choice of h/L = 0.05 was found in­
adequate for computing results during a brief period following the 
onset of solidification. The reasons for the inadequacy, and an arti­
fice used to obtain results for this period, are described in [10]. For 
the rest of the transient, the 0.05 step size was found satisfactory. 

Numerical experiments were also conducted to verify the accu­
racy of the fully implicit scheme itself. For this purpose, the pro­
gram was altered to incorporate the Crank-Nicholson scheme, re-
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tabling the Gauss-Seidel method for solving the resulting equa­
tions. In general, there was no perceptible change in the results to 
within three significant digits, but the computational speed suf­
fered an appreciable degradation. For these reasons, the implicit 
scheme is considered superior to the Crank-Nicholson scheme for 
this problem. 

Heat Flux Distr ibution. The distribution of heat flux on the 
cooled surface of the PCM is shown in Figs. 3-5. The local heat 
flux qu, is normalized with respect to its value h(Tsat — T„) at the 
beginning of the transient. In addition, since qw = h(Tw — T„) at 
any instant of time, an alternative interpretation of the ordinate is 
the ratio (Tw — T„j /(T 8 a t - T«,). Therefore, the figures also repre­
sent the surface temperature distributions. 

The dimensionless time parameter for the curves is the product 
SteFo, values of which are shown at the right-hand end of the re­
spective curves. The product SteFo, rather than the Fourier num­
ber Fo, is used because it correlates the results for the various 
values of Ste. The motivation for using this product comes from an 
examination of the case where Ste approaches zero. For this case, 
the specific heat is not involved in the solution, nor is Ste when the 
time variable is SteFo. For small Ste, the results of Figs. 3-5 indi­
cate that the use of the SteFo variable accounts for most of the de­
pendence of the results on Ste. The separate dependence on Ste 
gives rise to a small spread which becomes more pronounced near 
the termination of the solidification process. The curves associated 
with the different Ste values are identified by different types of 
lines. When they coincide, a solid line is employed. 

For reference, the values of the fraction F that is frozen at the 
instant corresponding to each of the curves are indicated. The last 
triplet of curves in each figure represents the situation at an in­
stant when solidification is nearly complete. 

A characteristic common to Figs. 3-5 is the way in which the 
shape of the heat flux distribution evolves with time. At the start 
of the transient, the curve is horizontal with the ordinate equal to 
one for all values of x/L. As the freezing progresses, the heat flux 
decreases faster at the corner of the container than at the line of 
symmetry. This is a consequence of the higher thermal resistance 
of the thicker solid layer at the corner which, because of heat loss 
from the two adjacent faces, freezes faster. During the initial por­

tion of the solidification, this effect is evident only in the immedi­
ate vicinity of the corner, and the heat flux is uniform away from 
this region. As time progresses, the corner effect propagates 
toward the interior of the square. The flat portions of the heat flux 
curves diminish in width and finally disappear, signalling fully 
two-dimensional heat transfer. 

With respect to the effect of Bi, it may be noted that at the same 
level of dimensionless heat flux, the region of spatial uniformity is 
larger at higher Bi, with a correspondingly steeper drop-off near 

Fig. 5 Distribution of heat flux on cooled surface of phase change 
material, BI = 10 
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the corner. At comparable values of the frozen fraction, smaller 
values of the dimensionless heat flux are in evidence at higher Bi 
values. 

It is interesting to compare the flat portions of the heat flux 
curves with the results of a one-dimensional calculation. These re­
sults are represented in Figs. 3-5 by short line segments at the 
right-hand margins of the respective figures. Where these values 
vary with Ste, as for Bi = 10 arid SteFo = 0.006 and 0.015, a pair of 
line segments is shown, the upper one of which is for Ste = 0.1 and 
the lower is for Ste = 0.01. The agreement between the one-dimen­
sional results, which were obtained by a nonfinite-difference meth­
od, and the two-dimensional numerical solution is generally very 
close and, hence, reassuring. 

Surface-Integrated Heat Flux and Frozen Fraction. From 
the point of view of application of the results to thermal storage, 
the surface-integrated heat flux Q and the frozen fraction F are 
likely to be of more interest than the spatial distributions. The 
variation of Q with time is presented in dimensionless terms in 
Figs. 6-8. In the ordinate variable, A is the surface area of the con­
tainer. The denominator of the ordinate variable is the Q value at 
time equal to zero. For constructing these curves, a much denser 
set of values of SteFo were employed than those shown in Figs. 
3-5. 

These curves start with an ordinate value equal to one and then 
show a continuous decrease with time. This decrease is markedly 
affected by the Biot number. For Bi = 0.1, the external convective 

resistance dominates over the internal resistance of the solidified 
PCM. Since the external resistance does not change with time, the 
heat flux is essentially constant throughout the entire solidifica­
tion period, dropping to about 0.8 at complete solidification. The 
curves exhibit almost no effect of heat capacity up to the end of so­
lidification. Thereafter, there is no latent heat available, and Q 
drops off very rapidly. The heat flux is entirely fed by changes in 
sensible heat content, and a significant spread between the curves 
for different Ste develops. 

Next, taking the case Bi = 1, we find that the surface-integrated 
heat flux decreases to a value of about 0.3 at the end of solidifica­
tion. This decrease is almost linear in time and is much greater 
than for the Bi = 0.1 case. The heat capacity influence is also 
slightly more significant here. 

For the Bi = 10 case, the heat flux behaves in a manner opposite 
to that for Bi = 0.1, i.e., Q drops to a small value in a brief period 
at the start of the transient and slowly decreases thereafter. In this 
case, the internal resistance is much larger than the external resis­
tance, and the former changes as solidification progresses. The 
curve for Ste = 0.05 is omitted to preserve clarity. 

A practical conclusion relevant to thermal storage that follows 
from the aforementioned results is that small values of Bi should 
be employed to obtain a steady rate of energy extraction. However, 
other design constraints such as the magnitude of the energy ex­
traction rate and the duration of operation have to be taken into 
account. 

Figs. 6-8 also contain curves of the frozen fraction F plotted 
against time, for all three Stefan numbers and for each Biot num-

0.4 

Fig. 8 Time variation of surface-Integrated heat transfer rate and of fro­
zen fraction, Bi = 10 
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Fig. 9 Position of solid-liquid interface at various times, Bi = 0.1 

0.05 

Fig. 10 Position of solid-liquid interface at various times, BI = 1.0 

ber. With Bi = 0.1, the variation of F is almost linear in time, 
which means that the solidification rate is almost constant. As the 
Biot number increases, the freezing rate varies more and more with 
time, starting with the highest rate at the beginning and then de­
creasing continuously till the end. The time required for freezing 
to be complete is obtainable by reading from the figures the value 
o f S t e F o a t F = 1. 

If the heat capacity were completely negligible (Ste = 0), then 
the rate of change of F with time, i.e., the freezing rate, would be 
exactly proportional to Q. For nonzero Ste, this proportionality 
may be employed to obtain an approximation to the Q versus time 
variation from the F values, and conversely. 

The results for Q and F found in this way are plotted as dotted 
lines in the figures. Only results for Ste = 0.1 are given since they 
correspond to the largest heat capacity. Inspection of the figures 
indicates that this procedure yields good results for F at small Bi 
and for Q at large Bi. 

Interface Locations. For purposes of illustration, a set of fig­
ures has been prepared to show the position of the solid-liquid in­
terface at various times. Each of Figs. 9-11 applies to a particular 
Biot number. Results are presented for Ste = 0.01 and Ste = 0.1, 
using long and short dashed lines, respectively. Where curves for 
both values of Ste coincide, a solid line has been used. The values 
of SteFo at which interface positions are drawn are generally the 
same as those at which heat flux distributions are given in Figs. 
2-5. 

In general, for a short time following the start of solidification, 
the interface is straight except for a sharp curvature at the corner. 
As the freezing progresses, the propagation of the two-dimensiona­
lity into the growing solid region causes the interface to be more 
curved. In the beginning, the interface position is independent of 
Ste. At later times, the interface has advanced further when Ste is 
lower and, near the end of solidification, there is a significant ef­
fect of Ste. 
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Measurements of Drop-Size 
Distributions During Transient 
Dropwise Condensation 
Instantaneous drop-size distributions were measured during transient dropwise conden­
sation onto an initially bare surface which forms the constituent process of the so-called 
steady dropwise condensation on a vertical surface. The measured distributions agreed 
satisfactorily with the prediction from the previous author's theory. 

Introduction 

In the so-called steady dropwise condensation on a vertical sur­
face, the surface is cleared of condensate periodically by drops 
starting near the top of the surface. They sweep down the plate, 
exposing bare strips of the surface. On each of the newly swept re­
gions, transient dropwise condensation takes place, until it is 
swept clean again. Thus, an instantaneous picture of the condens­
ing surface (under a comparatively low heat flux) will show an 
array of vertical strips each of which has different time elapsed 
from the start of the transient condensation on it. 

In recent years, considerable effort has been directed toward un­
derstanding the distribution of drops by sizes. Tanasawa and Och-
iai [ l ]1 and Graham and Griffith [2] measured drop-size distribu­
tions during the so-called steady dropwise condensation. They 
took a number of randomly spaced (in time), high magnification 
pictures of the condensing surface, and determined averaged drop-
size distributions over those pictures. Glicksman and Hunt [3] per­
formed a numerical simulation of dropwise condensation by com­
puter, and determined a time-averaged drop-size distribution over 
the complete cycle of the condensation process from nucleation on 
an initially bare surface to formation of a drop of the departing 
size. Rose and Glicksman [4] presented a simplified model of the 
sequence of events occurring during the time interval between suc­
cessive sweepings, and predicted a time-averaged drop-size distri­
bution. 

While the earlier works seem to be concerned with a time-aver­
aged drop-size distribution, the present author considers that 
there is not much sense in studying the time-averaged features of 
the so-called steady dropwise condensation, but that the instanta-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division January 20,1975. Paper No. 75-HT-BBB. 

neous features and growth of the transient dropwise condensation 
occurring repeatedly on newly swept regions deserves intensive 
studies; because, transient condensation on one newly swept region 
advances nearly independently of its neighboring regions, and it 
completely governs the instantaneous heat-transfer rate of that re­
gion. Further, the time-averaged heat-transfer rate of the region 
under consideration depends on the mean interval at which the re­
gion is swept by departing drops. This sweeping period is again de­
termined by the same transient dropwise condensation occurring 
near the top of the surface, where the transient condensation has 
come up to a fairly developed stage with a number of large drops 
having grown near the departing size. 

From this point of view, the author has recently put forward a 
new theory of dropwise condensation [5]. The theory is based on 
the following assumptions: (1) that primary droplets nucleate at 
discrete sites distributed at random on the condensing surface; (2) 
that drops are hemispherical; (3) that the governing heat-transfer 
resistance through a single drop is heat conduction through itself; 
and (4) that the temperature of the condensing surface is uniform. 
Basic integro-differential equations describing the transient pro­
cess of dropwise condensation on a newly swept region have been 
derived. By solving these equations, several novel features have 
been predicted concerning the transient dropwise condensation on 
a newly swept region. Furth'er, by introducing a model for the cycle 
of drop departure, a general expression for the average heat-trans­
fer coefficient under the so-called steady dropwise condensation 
has been obtained. 

Among others, the theory makes the following predictions with 
regard to the instantaneous drop-size distribution during the tran­
sient dropwise condensation. 

(i) Immediately after the transient condensation starts, conspi­
cuously large drops of an almost even size cover approximately 40 
percent of the condensing surface. Those large drops obey a uni­
versal distribution for large drop range, and despite the passage of 
time the drop-size distribution at every instant is similar, only 
with the characteristic dimension growing with time. 
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Section ABB'A 

Fig. 1 Experimental apparatus: 1, condenser block; 2, Teflon insulator; 3, 
steam chamber; 4, coolant Inlet; 5, coolant outlet; 6, steam inlet; 7, bailie; 
8, steam outlet; 9, drain; 10, inlet of recirculated condensate; 11, saturated 
liquid tube; 12, orifice; 13, thermocouples; 14, glass window; 15, window 
heater 

(ii) Drops smaller than the dominating ones (except the range 
of microscopic drops having radii smaller than the distance be­
tween the neighboring nucleation sites) form an equilibrium re­
gion of small drops. If probability density N of drop-size distribu­
tion is defined such that N(r)dr drops with radii in the interval 
[r,r+dr] exist per unit condensing area, then N&r~n in the equi­
librium region of small drops. Here, it should be noted that, if the 
equilibrium region of small drops be extended to zero radius (by 
assuming that the primary drop can nucleate everywhere and its 
diameter is effectively zero), then the fraction of the condensing 
area covered by drops would tend precisely to unity. 

The assumed size of primary drops and the assumed spacing be­
tween nucleation sites determine the size distribution of micro­
scopic, active drops, and along with the subcooling of the surface 
they govern the rate of the process. Further, the assumed drop-size 
distribution at time zero affects the early stage of the process. It 
should be noted, however, that, whatever we may assume for those 
microscopic and initial conditions, one and the same characteristic 
distribution mentioned previously always develops in either range 
of comparatively large drops. 

The purpose of this work is to verify the foregoing two charac­
teristic distributions by experiment. Then, all drops considered in 
this work are large as compared with the primary drops. The 
smallest drops counted are about 50 nm in diameter, and are about 
1000 times larger than the primary drops. In this work, a new de­
vice enables the transient dropwise condensation to take place si­
multaneously throughout a considerably large condensing surface. 

Then, instantaneous drop-size distributions will be measured to be 
compared with the predictions. 

Experimental Apparatus and Procedure 
The basic apparatus used in the present work is shown in Fig. 1. 

The test surface was a 40 mm dia, 40 mm deep, flanged, copper 
cylinder, and oriented so that condensation occurred on a vertical 
surface. In order to promote dropwise condensation, two different 
surface preparations were employed. In the first half of this experi­
mental program, the surface was polished, cleaned, and promoted 
by the same technique before each series of runs [6]. The final pol­
ish was with grade 3000 emery paper (grain size 5 ftm). The surface 
was washed with hot distilled water and absolute ethyl alcohol. 
Then, it was dipped in a 0.5 volume percent solution of benzyl 
mercaptan in benzene for 20 min. After the surface was washed 
several times with distilled water, it was installed in the condenser. 
In the second half of the experimental program, the surface was 
chromium-plated (after mirror finish, plated with nickel 20 lira 
thick, and then coated with chromium 0.25 /xm thick). On the chro­
mium-plated surface, perfect dropwise condensation occurred 
without the introduction of a promoter. 

Three thermocouple holes of 1.2 mm dia were drilled radially 
into the test cylinder at the depths of 5, 15, and 25 mm from the 
condensing surface. Thermocouples used were made of copper-
constantan wire of 0.2 mm dia. Outputs of those three thermocou­
ples were read with the reference junction located in the steam 
flow. The surface temperature was found by linear extrapolation 

- N o m e n c l a t u r e , 

D = diameter of condensing surface, 
mm 

h = heat-transfer coefficient, kcal/ 
m % X 

N = probability density of instantan­
eous drop-size distribution, 
drops/mm2 /mm 

N = probability density of time-aver­

aged drop-size distribution, 
drops/mm2 /mm 

q = heat flux, kcal/m2h 
imai = radius of departing drops, 

mm 
/• = drop radius, mm 

r^o = characteristic dimension of 
drop-size distribution, mm 

AT' = surface-to-vapor temperature 
difference, °C 

t = time from start of transient con­
densation, s 

x = distance from top of condensing 
surface, mm 

a = fraction of the area covered by 
drops with radii larger than r 
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Fig. 3 Close-up photograph of condensing surface

yet, in the range of heat flux corresponding to the present mea­
surement, the heat-transfer coefficient in those investigations
ranges between 1.5 X 105 and 2.5 X 105 kcal/m2hoC. Although the
data in Fig. 2 are somewhat scattered, they are included within the
foregoing limits.

Close-up photographs of the condensing surface (the magnifica­
tion on the film negatives was about 0.8X) were taken for the tran­
sient dropwise condensation on the benzyl mercaptan promoted
surface at two different heat fluxes of q 3.7 X 105 and 2.8 X 105

kcal/m2h (corresponding !'>.T's were about 2.3 and 1.7°C, respec­
tively). As the first drop would roll over the surface within a couple
of seconds under these heat fluxes, shots were timed at random.
The photographs were enlarged approximately ten times the actu­
al size. A photograph catching fairly grown-up drops was chosen
for either heat flux. A rectangular space about 20 cm by 20 cm in
size was taken on the enlarged photograph. Every drop with its
center inside the rectangle and above a certain set bound in size
(one-eighth of the largest drop inside the rectangle) was counted
and measured. Fig. 3 shows about a quarter of the counted region
of the very photograph used for q = 3.7 X 105 kcal/m2h. By using a
computer, the counted drops (1577 and 950 in number) were ar­
ranged according to size, and reduced as shown in Table 1. The re­
sults are plotted in Fig. 4 in the form of the accumulative fraction
a of the area covered by drops with radii larger than l' against drop
radius 1', and also in Fig. 5 in the form of density N of drop-size
distribution against drop radius 1'. Here, since the theory predicts
that the drop-size distribution at every instant is similar, we define
a characteristic dimension of drop-size distribution, 1'40, such that
the fraction of the area covered by drops having radii larger than
1'40 is just 40 percent. While the characteristic dimensions were
0.273 mm and 0.236 mm in the actual size for q = 3.7 X 105 and 2.8
X 105 kcal/m 2h, respectively, the plottings in Figs. 4 and 5 are ad­
justed so that 1'40 = 0.3 mm. This implies that the plottings in
those figures of either heat flux are for a picture magnified by a
factor of 0.3/0.273 or 0.3/0.236. Suppose, in general, that a picture

I

4

I I

o
o

....,
<=

'"u
;;::
4-

'"au
>­
'"':;;
<= -
<0
'-....,,
;;: 0 Benzyl mercaptan promoted surface
.!J!. x Chromium-plated surface without promoter

from the readings of those thermocouples, and the heat flux from
the temperature gradient.

Saturated steam at atmospheric pressure was generated from
distilled water. To avoid the effects of noncondensibles, the steam
was supplied to the condenser for at least two hours before begin­
ning an experiment, and the steam flow was effectively concentrat­
ed on the condensing surface by baffles. The steam velocity near
the surface was about 4.5 m/s. The flow of steam slightly deflected
the falling condensate drops. The steam was partially condensed
and the remainder passed out of the condensing chamber.

The condensing surface was cooled at the other end either by
water or by air, according to the purpose of obtaining comparative­
ly high heat flux or slowing the process down.

It was possible to observe the condensing surface through an
electrically heated double-glazed window. A microscope equipped
with long distance objective lenses (focal length 111 mm, numeri­
cal aperture 0.032; and f.1. 81.5 mm, n.a. 0.067) permitted high
magnification observation through the glass window.

The procedure used to start the transient dropwise condensa­
tion simultaneously throughout the condensing surface was as fol­
lows. Beforehand, under the so-called steady dropwise condensa­
tion, heat flux was adjusted to a desired value. The condensate was
partially recirculated to a reservoir tube installed in the steam
chamber, and heated to the saturation temperature. By using a sy­
ringe, the saturated liquid in the reservoir was injected through an
orifice to the top of the condenser surface where the so-called
steady dropwise condensation had been taking place. For a mo­
ment, a thin liquid film flowed down the surface, sweeping it en­
tirely bare. Then, the transient dropwise condensation took place
without delay.

Results and Comparison With the Theory
Heat-transfer coefficients under the so-called steady dropwise

condensation were measured for both benzyl mercaptan promoted
and chromium-plated surfaces in a range of heat flux q from 1.8 X
105 to 4 X 105 kcal/m2h (surface-to-vapor temperature difference
!'>.T ranged from 1.1 to 2.6°C). The results are shown in Fig. 2.
There now exists a considerable body of measurements of the
heat transfer for steam condensing on vertical copper surfaces at
atmospheric pressure. Relatively recently, however, fairly good
agreement has been found between the experimental results of dif­
ferent investigations [1, 2, 7, 8J in which care was taken to reduce
the amounts of noncondensing gases present to a minimum. And

2 3
Heat flux q, kcal/m2 h

Fig. 2 Heat·transfer coefficients under the so-called steady dropwise
condensation
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Theory: 
Experimental results for benzyl mercaptan 
promoted surface: 

o <7=3.7!<105kcal/m2h! r„0=0.273mm; 
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Fig. 4 Comparison between measured and theoretical drop-size distribu­
tions in large drop range under the transient dropwise condensation, plot­
ted about accumulative coverage ratio 

of the condensing surface is magnified m times the actual size, and 
that the fraction of the actual surface covered by drops larger than 
a size r is 5 and the distribution density on the actual surface of 
drops with the size r is N. Then, it is proved easily that the frac­
tion of the area on the magnified picture covered by drops larger 
than the corresponding size mr remains 5, and that the distribu­
tion density on the magnified picture of drops with the size mr be­
comes N/m3. Therefore, in consequence of this transformation, the 
distribution curve in Fig. 4 is shifted in the horizontal direction, 
whereas the distribution curve in Fig. 5 is displaced parallel in the 
direction of r~3. 

The theoretical predictions from reference [5] assuming rw = 
0.3 mm are shown by the solid lines in Figs. 4 and 5. These figures 
clearly demonstrate the existance of the universal distribution for 
large drop range. The universal distribution curve bears a charac-

Table 1 Source data tor q = 3.7 X 105 kcal/m2h 

Division 
No. : 

' 

10 

11 

12 

13 

14 

Radius 
-".- ,nm 

0.621 

0.527 

0.447 

0.379 

0.321 

0.273 

0.231 

0. 196 

0.167 

0.141 

0.120 

0.102 

0.0862 

0.0732 

Area an 

Number of 
droDs in 
s i ze range: 
!'i+l'2'=rC 

26 

95 

143 

125 

96 

56 

45 

60 

U 5 

184 

2.38 

162 

227 

siyzed = 43.0 am2 

Frac t ion cxnf j 
area covered!Dis t r ibu t ion 
by droDS in jdensicv !,!, 
s i ze range: 

0.000 

drops W / n u n 

0.130 
0.012 

; 0.794 
0.057 I 

1 3.42 
0.178 1 

1 6.07 
0.310 

1 6.25 
0.396 : 

5.66 
0.-444 ! 

! 3.89 
0.464 | 

1 3.69 
0.475 

I 5.80 
0,486 

0.501 

0.519 

13.1 

24.7 

37.7 
0.535 

—— 
— 

] 

Correspond­
ing value 
of r ad ius 

0.572 

0.485 

0.411 

0.349 

0.296 

0.251 : 

0.213 

0.181 

0.153 

0.130 

0.110 

0.0936 

__ 

Theory: 
Experimental results for 
benzyl mercaptan promoted 
surface: 

,q =3.7*105kcal/m2h, 
' r i , o = 0 - 2 7 3 mm; 
,q =2.8*105kcal/m2h, 
> r 1 J 0 = 0 - 2 3 6 ™ -

Drop radius 

Fig. 5 Comparison between measured and theoretical drop-size distribu­
tions in large drop range under the transient dropwise condensation, plot­
ted about distribution density 

teristic hump as shown in Fig. 5. This is due to the simple fact 
that, when two drops coalesce, the larger one survives and the 
smaller one disappears. Namely, conspicuously large drops corre­
sponding to the characteristic hump survive nearly always unless 
they happen to coalesce between themselves, whereas drops a little 
smaller than those predominant ones are apt to disappear, cap­
tured by them. 

For the purpose of determining the distribution in small drop 
range, microphotographs (the magnification on the film negatives 
was about 5X, on the enlargements about 55X) were taken for the 
transient dropwise condensation on the chromium-plated surface 
at a very small heat flux of about 1 X 104 kcal/m2h. Under this 
condition, the value of the heat flux, and especially that of the sur­
face-to-vapor temperature difference, could not be determined 
precisely, since the readings of the various thermocouples lay in 
close proximity. However, the cooling rate was kept constant 
through the whole series of runs by adjusting carefully the condi­
tions of the cooling system. As the first drop would slide down at 
about t = 50 s from the start of the transient dropwise condensa­
tion under this condition, close-up photographs and then micro-
photographs were taken, precisely timed at t = 35 s. In the first 
place, three close-up photographs were analyzed as before to ob­
tain the drop-size distribution in large drop range (the numbers of 
counted drops were 742, 765, and 900, respectively). Fig. 6 shows 
the results, which are, unlike Fig. 5, plotted in real dimensions. 
The characteristic dimension 4̂0 of drop-size distribution was 
found to be 0.218 mm, by taking an average of 0.221, 0.230, and 
0.203 for the respective photographs. In the second place, we pro-

344 / AUGUST 1975 Transactions of the ASME 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(1)

lmm0.5a
Microphotograph 01 condensing surlace

Theory; Hma•y =l, Omm,
" J;= 40mm,

.r' 10mm.
Exneriment;
saturated steam at
atmosDheric nressure,
vertical surface:
o Tanasavla & Ochiai[l],

'T=l oGe'
f::, Graham "Gri ffi th[2],

10-: D=20mm, [;7'=0. 28°e.

Fig. 7

10'

10

!
E 10'

-""-v>
C
C
'-

"D

I'·
10'

c
0

+'
co

.D
10'

'-
+J
v>

"D

Q)

N
10

v>,
C
0
'-

"D

4-
0

>,
+J

v>
C
<1J

0

10"

The measured result in small drop range successfully falls within
this region, and agrees satisfactorily with the theory. In addition, it
should be noted in Fig. 6 that, as is predicted by the theory [5], the
universal distribution for large drop range still develops despite
the large differences in heat flux and also in surface preparation as
compared with Fig. 5.

Fig. 8 Time-averaged drop-size dlstrlbullon under the so-called steady
dropwise condensallon

,
\

I
1

Experimental results for
chromi um-p1ated surface
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q=lx104kca1/m2h, t=35s;
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drop range: .
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o

0.1
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Fig. 6 Comparison between measured and theorellcal drop-size dlstribu­
lions under the transient dropwise condensallon

ceeded to analyze the microphotographs. At this time, drops inside
a set rectangle whose radii were in the interval [r4o/8,r4o/2] were
counted. Fig. 7 shows approximately the whole region counted of
one of the microphotographs analyzed. The density of drops in the
foregoing size range in the set rectangular space might well be af­
fected by accidental overpopulation or depopulation of large drops
in that space. This effect could be eliminated by the following pro­
cedure. First, we calculated the drop density with respect to the
area which was left by subtracting from the rectangular space the
base areas of drops with radii larger than r40. Since this residual
area should account for 60 percent of the condensing surface, we
estimated the drop density with respect to the whole condensing
surface by multiplying the density obtained previously by 0.6.
Three microphotographs were analyzed and 974 drops in all were
counted. The data totalized over the three photographs are given
in Table 2, and are plotted in Fig. 6.

The theoretical prediction from reference [5] assuming r40 =
0.218 mm is shown by the solid line in Fig. 6. The equilibrium re­
uion of small drops corresponds to the region r < 0.1 mm, where
the theoretical distribution is expressed by a straight line:

10 3

c
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Table 2 Source data of small drop range 
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— 
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I 0 . 0 5 76 

0 . 0 4 8 9 I 

0 . 0 4 1 4 

0 . 0 3 5 2 

0 . 0 2 9 8 
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D i s c u s s i o n 
There exist two previous experimental works by Tanasawa and 

Ochiai [1] and Graham and Griffith [2] in measuring time-aver­
aged drop-size distributions during the so-called steady dropwise 
condensation on vertical or inclined copper disks with diameter D 
= 40 and 20 mm, respectively. The typical data from those works 
are reproduced in Fig. 8. 

If the distribution density of drops with a radius r at time t dur­
ing the transient dropwise condensation is denoted by N(r,t), the 
time-averaged distribution density N(r) of drops with the radius r 
is given by 

1 
Mr) = r / *N(r,t)dt (2) 

where rx signifies the mean interval at which the region under con­
sideration is swept by departing drops, and it varies with the dis­
tance x from the top of the condensing surface. By assuming for 
the radius of departing drops that fllnax = 1-0 mm [1], the time-
averaged distribution density was computed by the theory in refer­
ence [5], and the results for two different positions, x = 40 and 10 
mm, are included in Fig. 8. As is expected, the theoretical distribu­
tion in the small drop range: r < 0.1 mm is represented again by 
equation (1), having the same inclination as the equilibrium region 
of small drops in the instantaneous distribution during the tran­
sient condensation. The characteristic hump in the instantaneous 
distribution curve disappears in the averaging process in equation 

(2). As illustrated by the two theoretical curves in Fig. 8, the distri­
bution density of drops near the departing size increases, accord­
ing as the distance x decreases accompanied by the increase in the 
time interval TX. In Fig. 8, the agreement between the experiments 
and the theory is very satisfactory. 

There now exist two previous analytic works in determining 
time-averaged drop-size distributions during the so-called steady 
dropwise condensation, Glicksman and Hunt [3] have performed a 
numerical simulation of the condensation process by using a com­
puter and determined a time-averaged drop-size distribution. On 
the other hand, Rose and Glicksman [4] have presented an approx­
imate theory by introducing a simplified model of the sequence of 
events between successive sweepings, and predicted a time-aver­
aged drop-size distribution. The result of Glicksman and Hunt and 
the prediction of Rose and Glicksman as well merge with the vari­
ous plottings in Fig. 8, in the small drop range: r < 0.3 mm. In fact, 
the theoretical distribution by Rose and Glicksman has been 
shown to be approximated by the following form [4]. 

^ a , , . - ( 3 - 1 / 3 ) ( 3 ) 

This is in fair accord with expression (1). As for the range of drops 
near the departing size, however, either analysis seems to have 
failed in proper description of the behaviors of the dominating 
drops, giving a smaller decreasing rate in the distribution density 
in this size range than the experimental results. 
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Quasi-Steady Laminar Film 
Condensation 
of Steam on Copper Spheres 
An experimental study of laminar film condensation of steam on copper spheres of 1.90, 
2.54, and 3.17 cm dia has been made. Experiments have been performed by submerging 
cold spheres in nearly stagnant water vapor at a saturation temperature of about 99°C. 
Values of Nusselt number based on average heat transfer coefficient are obtained for 
saturation to wall temperature differences of 5-65°C and for cpAT/hfg in the range of 
0.009-0.12. The data are compared with the steady-state predictions of Dhir and Lien-
hard and of Yang. Analysis has been made to show that it is valid to use steady-state so­
lutions in quasi-steady condensation as long as the dimensionless thermal diffusion time 
constant is small, and the film does not move very slowly. 

In troduc t ion 

Laminar film condensation on an isothermal vertical plate and 
on a horizontal cylinder was first studied by Nusselt [ l ]1 in 1916 
with the assumptions that the temperature varied linearly in the 
film and that the inertia of the film could be neglected. Nusselt's 
assumption of the linear temperature profile was later corrected by 
Rohsenow [2], The result of Rohsenow's analysis was to slightly in­
crease the latent heat of vaporization used in Nusselt's earlier pre­
diction. Subsequently, Sparrow and Gregg [3, 4] using full bounda­
ry layer solutions verified Nusselt-Rohsenow theory for the verti­
cal plate and the horizontal cylinder. 

Condensation on a stationary isothermal sphere was studied by 
Dhir and Lienhard [5] as a special problem of a class of axisymme-
tric bodies. Using an "effective gravity" that corrected both for 
variable gravity and for the form of the body, they obtained an ex­
pression for the film thickness at a distance x from the vipper stag­
nation point, as2 

4/xfeAToy 

•(Pf-Pg)Pfhfe'gett~ 
11/4 (1) 

1 Numbers in brackets designate References at end of paper. 
2 Symbols not explained in the text are defined in the Nomenclature sec­

tion. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division April 1, 1975. Paper No. 75-HT-CCC. 

where geff for a sphere is given as 

xgisin 2x/D)sn 

f (sin 2x/Df' 
Jo 

•dx 

For the local Nusselt number they obtained 

NU = \ge"(pf~ Pg)Pfhfe'x 11/4 
A ilk AT 0 

(2) 

(3) 

and for the Nusselt number based on an average heat transfer 
coefficient around the sphere of diameter D; the numerical inte­
gration resulted in 

Nuc = 0.785 [ g g M - P A / a 3 ] ! / * (4) 
Ilk AT 0 

The foregoing expressions are restricted to low values of liquid 
subcooling parameter cpAT/hfg and for Prandtl number, Pr, on the 
order of unity or greater. This is not a stringent restriction, as most 
of the practical condensation problems of ordinary liquids fall in 
this category. Yang [6] carried out full boundary layer solutions of 
laminar film condensation on a sphere. His result for the Nusselt 
number was about 2-1/2 percent higher than that given by equa­
tion (4). But, Yang's expression for the Nusselt number is based on 
latent heat of vaporization that does not include correction for liq­
uid subcooling. Thus, the actual difference between the two pre­
dictions is even smaller. 

Extensive experimental studies [see e.g., 7, 8, 9] of laminar film 
condensation on isothermal vertical plates and on vertical cylin­
ders have been made in the past. It can be concluded from these 
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studies that Nusseit solutions predict heat transfer very well as 
long as the Reynolds number based on condensate mass flow rate 
is less than 50 and the film surface is free of ripples. Laminar film 
condensation on isothermal horizontal cylinder has also been given 
considerable attention in the past. Rauscher, Mills, and Denny [10] 
made local observation of heat flux during condensation on a hori­
zontal tube. Their small free stream velocity data for the upper 
three-quarters of the film compared very well with Nusselt's pre­
dictions. More recently Mills, Tan, and Chung [11] observed that 
overall condensation heat transfer coefficient over a horizontal 
tube was about 3 percent higher than predicted by Nusselt's uni­
form heat flux theory. This small discrepancy was attributed to 
vapor drag. 

In the present work, we make experimental observations of lam­
inar film condensation of steam on copper spheres. In this study, 
we do not use an isothermal sphere but observe condensation on a 
cold sphere that is suddenly submerged in a large volume of nearly 
stagnant water vapor. The temperature of the center of the sphere 
is recorded as a function of time. Noting the rate of change of en­
thalpy of the sphere, the average heat flux over the sphere at a par­
ticular temperature is determined after the film is fully developed. 
However, before we go on to the experimental section it is appro­
priate to find expressions for film thickness and heat transfer coef­
ficient for quasi-steady condensation when the sphere temperature 
is changing with time, but is uniform over the sphere. 

Analysis 
Sparrow and Siegel [12] analyzed the problem of transient lami­

nar film condensation on a vertical plate, the temperature of which 
was suddenly dropped below the saturation temperature of the 
surrounding stagnant vapor. Invoking Nusselt's assumption of in­
ertia-less film with a linear temperature distribution and using the 
continuity, momentum, and energy equations, they obtained the 
governing equation for the film thickness as3 

[SPfiPf - Pt)hft' 
Ilk AT 0

 J dx -kATn 

r ( l + . 
2 h •ft 

) ] 6 ^ = 1 (5) 
3/ 

3 Sparrow and Siegel used h! fg ~ hfg + % cpAT but here we use a slightly 
higher value as suggested by Rohsenow to account for nonlinearity of the 
temperature profile in the film. 

The boundary and initial conditions on equation (5) being that 

5 = 0 at x = 0 for a l l t and 6 = 0 at t = 0 for a l l x 

Sparrow and Siegel solved equation (5) by the method of charac­
teristics. They found that the time required for the film to achieve 
steady-state condensation at any position x would be 

' c c — 

hfepfl±x 11/2 

g(pf-pe)kAT0 
[1 

2h 
(6) 

is 

and the film thickness d during the transient period would be given 
by 

S = &Jt/tJu\t <* (7) 

Their steady-state value of & was the same as that of Nusseit, i.e. 

'JfikAT0x 1 i / 4 
6„ = 

gpf(pf-pg)hfg' 
(8) 

Now, if we include the variation of wall temperature with time, 
after the wall temperature has been dropped to a certain value 
below the saturation temperature of the vapor, the governing 
equation for <5 becomes. 

Pfhfs ( 1 
rpf(pf-ps)ghf/ 
1 likATU) J 

;^5 
dx T lkAT{l) + { 

= I + 

'fg 

62dT. 
m. (9) 

2a dt AT(t) 

Equation (9) is the same as Sparrow and Siegel's equation (5) ex­
cept that the second term on the right-hand side results from vari­
ation of wall temperature with time and now AT is a function of 
time. 

In the present work, we are not interested in the transient be­
havior of the film but our aim is to obtain expressions for the film 
thickness and heat transfer coefficient after the film has achieved 
a quasi-steady state. Thus, without explicitly solving equation (9), 
we will make a few observations. 

Noting that in quasi-steady state, film thickness varies as 
(AT)1/4, equation (9) can be rewritten as 

gpf{pf-pe)hf/ 85 

likATti) J dx 

. N o m e n c l a t u r e . 

Bi = 

Lpc 

D 
8 

gen 

h 
h 

hfg 
hfg' 

Biot number, hR/kc 

specific heat of condensate 
specific heat of condenser mate­

rial 
diameter of the sphere 
gravitational acceleration 
effective gravity as defined in 

equation (2) 
heat transfer coefficient 
average heat transfer coefficient 

over the surface of the sphere 
latent heat of vaporization 
hfg corrected to take into account 
sensible heat of subcooling of 

h fg hri, + 0.68 

conductivity of cor 

the film 
CpAT 

k = thermal 
densate 

kc = thermal conductivity of 
denser material 

Nu = local Nusseit number, hx/k 

Pr = 

Qexp = 

qth = 

sphere, hDjk 
Prandtl number of the con­

densate, flCp/k 
experimental value of average 

heat flux over the surface of the 
sphere 

theoretical value of average heat 
flux over the surface of the 
sphere calculated from equa­
tion (4) 

rc = 

AT = 

ATn = 

Nun average Nusseit number for the 

R 

R' 

Re 
T 

Tw 

t 
tss 

X 

— 

= 

= 
= 
= 
= 
= 

= 

radius of curvature of an axisym-
metric body 

dimensionless radius of sphere, 
RvgiPf ~ Pg)/a 

Reynolds numbers, Tc/ix 
temperature 
sphere surface temperature 
time 
time at which film achieves 

steady state 
distance from the upper stagna­

tion point or from the leading 
edge for a flat plate 

S 
<>QS 

!>ss 

P 

Pc 

Pf, Pg 

a 

distance normal to the condensing 
surface 

mass flow rate of condensate per 
unit breadth 

thermal diffusivity of condensate, 
k/pfCp 

difference between saturation 
temperature and sphere sur­
face temperature 

difference between satura­
tion temperature and constant 
surface temperature 

= condensate film thickness 
= quasi-steady state conden­

sate film thickness 
= steady-state condensate film 

thickness 
= viscosity of condensate 
= density of condenser material 
= density of liquid and saturated 

vapor, respectively 
= surface tension between saturated 

liquid and its vapor 
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For a sphere, g in equation (10) can be easily replaced by geff as 
given by equation (2). The term in curly brackets on the right-
hand side results from variation of wall temperature with time and 
represents a ratio of dimensionless thermal diffusion time constant 
of the film to the sensible heat capacity of the film.4 The relative 
magnitude of this term will depend on the size, shape, and sub-
cooling of the condensing surface and on the thermo-physical 
properties of the condenser material and of the condensate. 

In the present experimental work, this ratio would be maximum 
when steam is condensing on the smallest sphere with minimum 
wall subcooling. For example, when steam (T s a t = 100°C) is con­
densing on 1.90 cm dia sphere with AT = 5°C, the average film 
thickness around the sphere is 4 X 10 - 5 m and thermal diffusivity 
of the condensate is 17.6 X 10 - 8 m2/s. Thus, if we assume (dTw/ 
dt) • (1/AT) to be 1 s _ 1 which as we will see later is typical of the 
present observations and for cpAT/7i/g = 0.009, the ratio of the di­
mensionless thermal diffusion time constant and the sensible heat 
capacity of the film is numerically equal to 0.26. The expression 
for quasi-steady film thickness then becomes 

6 „ W = 1 . 0 6 [ 
4(ifeAT(f)x 

Pf{pf-pt)h 
11/4 (11) 

fgStUi 

Thus, for the smallest cpAT/hfg, the quasi-steady state film will 
be about 6 percent thicker than a steady-state film at that temper­
ature. However, the numerical constant in front will quickly ap­
proach unity as film becomes thicker. It may be emphasized here 
that actually the constant in equation (11) will vary along the path 
of the condensate, being minimum at the upper stagnation point 
and maximum at the lower stagnation point. In all of the present 
experiments cpAT/hfg was > 0.009, thus we should expect our heat 
transfer data at a particular temperature to be correlated within a 
few percent of steady-state expressions (3) and (4). 

E x p e r i m e n t s 
A schematic diagram of the experimental setup is shown in Fig. 

1. Steam at atmospheric pressure was generated in a 15.5 cm dia 
pyrex jar of 4 1 capacity. A circular cover made out of phenolic 
sheet was placed on the jar. The cover had a 4.0 cm dia hole in the 
middle for immersion of the test spheres and it was also used as a 
holder for the nichrome heating wire supports and a thermometer. 
The maximum rated heating capacity of the nichrome heater was 3 
kW. The rating of the heater was chosen so that steam in excess of 
the amount used in the condensation process was generated while 
the steam velocity in the test chamber was kept small. The velocity 
of the steam in the jar was always less than 0.12 m/s. 

Three copper spheres of diameter 1.90, 2.54, and 3.17 cm were 
used in the experiments. The eccentricity of any of these spheres 
was less than 0.12 mm. An iron constantan thermocouple was used 
to note the temperature of the center of each sphere. Fig. 2 shows 
installation of the thermocouple and mounting of the test sphere. 
The output of the thermocouple was recorded on a Hewlett Pack­
ard Moseley 7035A, X-Y recorder. 

Prior to making a run, steam was generated for at least half an 
hour to drive off any noncondensables initially present in the jar. 
The sphere surface was polished with a 600 grit emry paper, 
washed with soap and water and finally rinsed with acetone before 
each run. The test sphere at about room temperature was then im­
mersed in nearly stagnant water vapor through 4.0 cm opening in 
the cover. Simultaneously, the X-Y recorder was started and a 
temperature time history was obtained on graph paper. 

During the course of the experiments, it was observed that a 
continuous condensate film could not be achieved in the very first 
run on a test sphere. This was observed visually as well as by not-

4 Small values of cpAT/hfg correspond to a sluggish film. 
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Fig. 1 Schematic diagram of the condensation experiment 

ing a zigzag temperature time trace. However, a continuous film 
was found to occur after the hot sphere was quenched in a bath of 
acetone at room temperature. This procedure probably helped in 
obtaining a greater degree of cleanliness of the condensing surface 
of the sphere. 

Data Reduction 
The only output of the experiments was a temperature time his­

tory of the center of the test condenser. Typical temperature time 
histories for 1.90 and 2.54 cm spheres are shown in Fig. 3. In Fig. 3 
we also mark the range of the quasi-steady condensation. The time 
required to achieve quasi-steady condensation after a cold sphere 
is immersed in a large volume of nearly stagnant water vapor can 
be approximately calculated by using equation (6) in which g is re­
placed by geff and an average value is used for AT. For all the ex­
periments reported in this paper, the transient time was calculated 
to be less than half second. However, experimental evaluation of 
the transient time is not very easy, as this time is overlapped by a 
finite amount of time consumed in placing the sphere in the test 
chamber. The determination of the transient time was also not the 
purpose of this paper. Thus, we arbitrarily set the lower bound on 
the quasi-steady condensation, but this time was never taken to be 
less than half a second after the test sphere was immersed in the 
vapor. 

The heat flux in the range of quasi-steady condensation was de­
termined by using the lumped capacity relation 

;irRPcc 
dT 

pc dt 
4TLR2 = -o PcCp 

dT 
: dt (12) 

thermocouple wires 

set screw 

1 

0.16 cm O.D. 
stainless steel tube 

two-hole alumina 
insulator 

0.12 cm diameter 
hole 

soft solder 

Fig. 2 Thermocouple installation and mounting of the test spheres 
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N u n = 
hD 

k 

D PgCpc (IT 
6feAT dt 

(13) 

It is valid to use the foregoing relations only when the Biot number 
is small. Bergles and Thompson [13] while comparing steady-state 
and transient pool boiling data for spheres noted that the use of 
lumped capacity method involved little or no error as long as Bi 
was less than 0.4. This restriction translates to a Nusselt number 
of less than 450. For Biot number greater than 0.4, the lumped ca­
pacity method should be abandoned in favor of solution of tran­
sient conduction equation for spheres. During a study of the peak 
pool boiling heat flux from spheres, Ded and Lienhard [14] numer­
ically solved the transient conduction equation. Their computa­
tions showed that for Bi = 0.8, the lumped capacity method re­
sulted in an error of about 16 percent in the peak heat flux calcula­
tions. 

All the data reported in this paper are for wall subcoolings for 
which Nusselt number is less than about 450. Thus, the data suffer 
in a small way from any inaccuracies resulting from our use of 
lumped capacity method. The maximum error in reducing dT/dt 
data from the temperature-time histories was ±4 percent. The 
overall maximum error in the calculation of Nusselt number from 
equation (13) was less than ±5 percent. 

R e s u l t s 
Quasi-steady laminar film condensation data for copper spheres 

of 1.90, 2.54, and 3.17 cm are plotted in Pigs. 4, 5, and 6 respective­
ly. The abscissa in these figures denotes the wall subcooling where­
as the ordinate denotes Nusselt number based on average heat 
transfer coefficient over the sphere. The data represent 5-6 ran­

domly picked surface temperatures in each run. At least five runs 
were made for each sphere to check the reproducibility of the data. 
The plotted data are for wall subcoolings in the range 5-65°C and 
for CpAT/hfg in the range 0.009-0.12. In these figures Dhir and 
Lienhard's equation (4) is also plotted. The dotted line represents 
the average Nusselt number as predicted by Yang. The physical 
properties used in equation (4) were obtained from reference [15] 
and were evaluated at 

T = T,„ + 0.3AT (14) 

Slightly different values for the numerical constant in equation 
(14) have been suggested by various investigators. Minkowycz and 
Sparrow [16] suggested a value of 0.31 and Poots and Miles [17] 
suggested that for wate'r it should be 0.26-0.30. However, Denny 
and Mills [18] used 0.33 in evaluating the condensate properties. 
In the present work, we have used a mean value of 0.30. 

The data are free of any surface tension effects arising out of 
curvature of the interface, as the minimum value of R' in the pres­
ent experiments was 3.75. The data are not expected to be in­
fluenced by vapor drag either. The maximum vapor velocity in the 
test chamber was 0.12 m/s. and this should have little or no effect 
[19, 20] on the average heat transfer data. The presence of conden­
sate drop at the bottom stagnation point affects the overall heat 
transfer rate to a minor extent only. Numerical integration of 
equation (3) showed that the presence of a drop of 0.63 cm base dia 
at the bottom stagnation point would decrease the overall heat 
transfer from the smallest sphere by less than 2 percent. Visual ob­
servation showed the drop size to be smaller than 0.63 cm. 

All 84 of the quasi-steady condensation data points plotted in 

SOI) 

400 

300 

200 

inn 

- s p h e r e d i a m e t e r = 

v 

„ a" 

-
-

-

© & 

NX © 
B »Nx. 

B " ^ i 

i , 1 

1.90 

? B 

- -

^ @ 

* 

I 

cm; 0 .00» < c AT/h„ < 0 . 1 1 -

— d a t a from 5 d i f f e r e n t runs 

Dhir and Lienhard [5] 
Yang [6] -J 

-
© 

^—4i—-——_____ 
-

I . I . I . 

0 10 20 60 70 30 40 50 

AT, °C 

Fig. 4 Variation of Nusselt number with wall subcooling during condensa­
tion on a 1.90 cm dla sphere 

sphere diameter = 3.17 cm; 0.03 < c AT/h„ < 0.12 F P fg 

^ 0 & • ? a data from 5 different runs 
^ Dhir and Lienhard [5] 

Yang [6] 

40 50 

AT, °C 

Fig. 6 Variation of Nusselt number with wall subcooling during condensa­
tion on a 3.17 cm dla sphere 

350 / AUGUST 1975 Transactions of the ASME 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-

- % 

a 

1 

GP 

A 

9 $ 

© 

B 

, 

E) 

7 

a 
V P, 

0 ^ 

Q 

S? 0 v 

L__ 

¥ 

1 

m 

£ 

© 

? 

0 

_J„ 

Q f l 

1 

B 

& 

" ? 

A* 

1 
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3.17 cm dla spheres 

Figs. 4, 5, and 6 lie within ±13 percent of equation (4) derived for 
steady-state condensation. Small AT data for the largest sphere 
are generally low. This is probably due to accumulation of error in 
our use of the lumped capacity method to evaluate Nusselt num­
ber. In equation (13) we have used the center temperature instead 
of the mean temperature of the sphere. An error on this account is 
magnified as square of the diameter of the sphere and so is the 
error in reducing dT/dt data from temperature time trace. We do 
not suspect the data to be low because of the decreased curvature 
of the sphere. The radius of the sphere is still very small for any 
appreciable area of the upper half of the sphere to approach flat 
plate. The condensation mechanism is controlled by rapidly in­
creasing gravitational component in the direction of flow; the nor­
mal component of gravity, if at all, would have a negligibly small 
effect near the upper stagnation point. The visual observations did 
not yield any additional information except that the dripping rate 
of the condensate decreased as the sphere temperature approached 
the saturation temperature of water. 

It may be re-emphasized here that theoretically we should ex­
pect the quasi-steady heat transfer data to be a few percent lower 
than the steady-state predictions because of relatively thicker 
quasi-steady film. The presence of condensate drop at the bottom 
stagnation point also tends to decrease the average heat flux by 
about 1-2 percent. 

Finally, in Fig. 7, the dimensionless heat flux for all the spheres 
is plotted as a function of wall subcooling. The data have been 
nondimensionalized by the heat flux calculated from equation (4). 
The quasi-steady data are adequately represented by the steady-
state predictions. 

Conclusions 
1 Analysis has been made which shows that steady-state solu­

tions can be used to predict quasi-steady condensation heat trans­
fer as long as the dimensionless thermal diffusion time constant 
for the film is small and cpAT/hfg is not very small. 

2 Quasi-steady laminar film condensation of steam has been 

experimentally observed on three copper spheres of diameter 1.90, 
2.54, and 3.17 cm. 

3 The average heat transfer data for wall subcoolings of 5 -
65°C and for cpAT/hfg of 0.009-0.12 lie within ±13 percent of the 
theoretical results of Dhir and Lienhard and of Yang. 
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Theoretical Analwsis of a 
0 

Horizontal Condenser-
Ewaporator Elliptical Tube 
The characteristics of the various parameters affecting the films and overall heat trans­
fer coefficients of horizontal evaporator-condenser elliptical tubes are presented for a 
representative range of operating conditions. Effects of the axis ratio of the tube are an­
alyzed and compared with the equivalent circular tube. The study indicates that the 
ratio of the vertical to the horizontal axis of about 4 approaches the asymptotic solution 
for a vertical plane of constant wall temperature and the average overall transfer rate 
decreases at axis ratios above 4. Effects of the intermittent removal of the condensate 
film from the wall are presented. The effect of homogeneously distributed noncondens-
ables is accounted for. 

Introduction 

Horizontal-tube-evaporator-condensers, where condensation 
takes place inside the tube bundle, while the cooling evaporating 
films flow over the outside of the tubes are economically more 
promising [1, 2, 3]1 than the classical vertical arrangements sug­
gested in various water desalination schemes. 

Related theoretical studies treat evaporation [1, 4, 5] and con­
densation [1, 6] on inclined surfaces as independent phenomena, 
usually based on a constant value of the tube wall temperature. A 
simultaneous solution for the transfer rates of the interacting con­
densation and evaporation processes inside and outside a circular 
horizontal tube, respectively, was recently presented by Moalem 
and Sideman [7]. 

Economics stimulate a continuous quest for other means of im­
proving the transport rate. Utilization of noncircular conduits in 
the horizontal-evaporator-condenser is a promising route in the 
search for economic and efficient desalination units. Based on past 
experience with other types of compact high load heat exchangers, 
high surface area to core volume ratio of the tubes may allow for 
smaller shells. Furthermore, based on the earlier study [7] of the 
local film thickness, evaporation and condensation rates and the 
local transfer coefficients around the periphery of a circular tube, 
it is to be anticipated that by increasing the region of maximum in­
clination in the conduit, a significant improvement of the overall 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division February 4, 1975. Paper No. 75-HT-KKK. 

heat transfer coefficient will be achieved, while still maintaining 
the essential features of the horizontal evaporator-condenser unit. 
A longer path of the evaporating film may enhance rippling effects 
which seem to increase the transfer rate [4]. Last but not least, the 
envisioned elongated type conduit will allow better removal of the 
accumulated condensate at the bottom, and thus decrease the ratio 
of the ineffective to effective heat transfer area. 

An elliptical cross section of the conduit is chosen here since it 
permits analytical representation of the momentum and energy 
equations and allows the study of the effect of surface to volume 
ratio with relative comfort. To facilitate the solution, we neglect 
here the effect of the wall thickness. As indicated in [7], this intro­
duces an error of less than 5 percent in the results. 

The Theoretical Model and the Governing Equations 
Consider a horizontal metal tube of an elliptical cross section. 

Saturated steam at T* (corresponding to the total pressure p*) en­
ters the tube at z = 0 and while flowing in the z -direction condens­
es on the inside surface of the tube. The condensate film which is 
formed flows tangentially (x -direction) along the internal periph­
ery of the tube. In the range of steam flow rates considered here, 
Re„ < 35000, the condensate forms a layer at the bottom of the 
tube so that the flow of steam and liquid is stratified. The external 
surface of the tube is continually wetted by saturated (sea) water 
at Tu, which is assumed to fall as a vertical sheet on the tube at x 
= 0. A liquid film is formed on the external side of the tube, flow­
ing in x-direction along the perimeter, and draining at the bottom 
of the horizontal tube. As T* > Tu, the latent heat of condensation 
is utilized to evaporate some of the external water film, while the 
pressure in the external vapor chest surrounding the tube is kept 
constant, corresponding to T„. 

A schematic presentation of the physical model and the coordi-
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Fig. 1 Schematic presentation of the physical system and coordinates 

nates used are shown in Fig. 1(a). Pig. 1(b) represents an angular 
cross section A$ r at some distance x from the upper stagnation 
point. The thickness of the two liquid films, yv and yc,.on the evap­
oration and condensation sides, respectively, is assumed to be 
small relative to radius vector, so that Cartesian coordinates may 
conveniently be used. Hence, a two-dimensional film flow is locally 
considered along the periphery. Note that the local angle of incli­
nation varies with the peripheral distance x and, unlike a circular 
cross section, is not equal to <pr the slope of the radius vector. 

With reference to a characteristic radius R (equal to.the radius 
of an area equivalent circular tube) and a reference velocity ur (to 
be specified in the following) we define the following dimensionless 
variables: 

X = x/R; Y = y/R; U = u/ur; 6„ = yv/R; 5C = yjR 

e = (r - TV)/(T* - r„) es = (TS - TV)/(T* - T„) 
(l) 

where (T* — Tv) = AT* is the total nominal temperature driving 
force. Note that T* = Ts and 8S = 1 for pure steam, while in the 
presence of noncondensables T* > Ts and Bs < 1. Neglecting the 
tangential pressure gradient, and assuming \s =* Xv, the dimen­
sionless forms of the continuity, momentum and energy equations 
are: 

M"=̂  = i ( w ^ 5 ; p,ur 
dX 

fCUcdY 
o 

(2) 

Pe 

[ /= Uc or Uv; C0 = F r - R e 

d A T , ,„ „ , „ , d9 i 
dX 

f " Uv(9~ Ja)dY 
dY\ 

and 

Pe 
dX 

f cuc{e- es~ ja)dY 
' dY 

(3) 

(4) 

(5) 

where m denotes the respective mass flux due to phase change. 

The Velocity and Mass Velocity 
The velocity profiles are derived by integrating the equations of 

momentum, assuming the classical boundary conditions of nonslip 
velocity on the solid surfaces and zero shear stresses on the free 
vapor-liquid interfaces of the two films. The neglect of the shear 
stress in the 2-direction on the condensation side is justified for 
mild steam velocities inside the tube [2, 7]. The solution of equa­
tion (3) with these boundary conditions yields: 

U„ ( 2 6 „ y - Y2) 
C„ sind 

tfe = ( -26 e Y- r2) Co s i n 0 
(6) 

The dimensionless form of the mean velocities is then 

.Nomenclature-

A = heat transfer surface 
a = semimajor axis 
B = x -dependent parameter (= lhPo sin0) 
b = semiminor axis 
Cpi = specific heat of liquid 
Co = dimensionless constant (= Re Fr) 
D = inside tube diameter 
E = ratio of vertical to horizontal axis 
Fr = Froude number (= gR/ur

2) 
g = gravitation constant 
h(x,z) = local heat transfer coefficient 
Ja = Jacob number (= \/(T* - TJCpi) 
k i = conductivity of liquid 
L = tube length 
M = dimensionless mass flux 
m = mass flux 
P* = total pressure inside the tube 
Pe = Peclet number (= Pr Re) 
Pg = partial pressure of inerts 
Pr = Prandtle number (= Cpim/ki) 
Pu = vapor pressure in the external vapor 

chamber 
Qs = volumetric steam flow rate 
Qs(0) = inlet steam flow rate (at 2 = 0 ) 
R = radius of equivalent circular tube 
Re = Reynolds number (= Rurpilpi); Rejv 

= 4 I 7 « 
r = radial coordinate 
S = vertical space between two successive 

tubes 
T* = saturation temperature of steam cor­

responding to P* 

Ts = saturation temperature of steam at 
the condensate free surface 

Tu = saturation temperature of vapor cor­
responding to P„ 

Tm = temperature of the tube wall 
AT* = nominal temperature difference (= 

T* - Tv) 

ATC = temperature difference (= Ts — Tm) 
ST = local temperature difference across 

the (condensate or evaporating) film 
U = overall heat transfer coefficient 

(U(x,z)) 

U* = averaged overall heat transfer coeffi­
cient (based on AT*) 

UC,UU = dimensionless liquid velocities 
across the condensate and evaporating 
film 

uc,Uo ~ dimensional liquid velocities across 
the condensate and evaporating film 

iicfio = y- averaged liquid velocities across 
the condensate and evaporating film 

UVIQ - initial (at x = XQ) y-averaged liquid 
velocity across the evaporating film 

ur = reference velocity (= uUro) 
o)c,o)„ = mass flow rates across the conden­

sate and evaporating films 
a)Cio,uv,o = initial values of oi„w„ 
X = dimensionless tangential direction on 

the tube (= x/R) 
XD = initial value for the evaporation re­

gion 

xm = final values for the evaporation re­
gion 

Y = dimensionless normal coordinate ( = 

y/R) 

yc,yv = condensing and evaporating film 
thickness 

yUia = initial film thickness (x = XD) 
2 = axial coordinate of the tube; z/ — final 

condensation length 

r u , r c = liquid mass flow rates of the evap­
orating film and condensate 

r„,o = initial liquid mass flow rate across 
the evaporating film 

5C,8U = dimensionless film thickness (= 
yc/R or yv/R) 

\u,\c = heat of evaporation and condensa­
tion in the evaporation-condensation, 
sides 

6 = dimensionless temperature (= (T — 
TV)I(T* - TJ) 

ds = dimensionless temperature of the con­
densate free surface 

0W = dimensionless temperature of the 
tube wall 

M( = liquid viscosity 
vi = kinematic viscosity ( = 
pi = liquid density 

ps — steam density 
<t> = angle of inclination 
4>r — angular coordinate 

nlpi) 
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U = - 52C9 sintf (7) 

where U and <5 relate to either the condensation or the evaporation 
side. 

The dimensionless form of the local flow rates (per unit length 
of tube) for the two liquid films, are 

arp,R 
= U3C9sin<p = ~B53 

(8) 

where a, 5, and r consistently refer to either of the liquid films 
with 

T- ~ -o J r> Co sin<i>. r c = wcP!,:vc, r „ = uvp,yv and B = —>-r 

Note that equation (8) is identical in form with the classical Nus-
selt expression for the mass flow rate. Differentiating equation (8) 
yields the evaporation and condensation rates: 

M, = -
dX 

d 2 , ,. , , dS„ 
' d X 3 ( B 6 » ) = - 6 » C » S i n * d X 

6„3C0 cos0 (9) 

(10) 

T h e T e m p e r a t u r e P r o f i l e s 
Linear temperature profiles are assumed for the two liquid 

films. Introducing the following boundary conditions: 

Y = 6„ 0 = 0 
Y = O e = ew 

1 - p u r e vapor 
9S = / ( z ) in the p r e s e n c e of i n e r t s 

(11) 

Y = ^£ 

y i e ld s : 

e = 

—si Y 
6„ 

e„ = ±my 

(12) 

(13) 

where Bw, the dimensionless temperature of the tube wall, is a 
function of X and is related to <5„ and <SC by matching the heat flux­
es at the two sides of the tube wall: 

dB_ 
dY 

de_ 
dY 

(14) 

Substituting the temperature gradient from equations (12) and 
(13) in equation (14) yields: 

e„ es/(i + 5c/6„) (15) 

S o l u t i o n of t h e E q u a t i o n s of E n e r g y 
Substituting equations (6), (12), and (13) in equations (4) and 

(5) and rearranging yields: 

Pejx[{le«~ Janf*6..3)] 

P e 4 { l l ( e s - 0 J + J a ] ( | s 6 c
3 ) } 

(16) 

' dX 

where 6m B, 5U and 5C are X-dependent. The differentiation of 
equations (16) leads to a set of first order ordinary differential 
equations in <5C and 8U and the solution is quite complicated and 
time consuming. A quick solution is obtained if, for small AX 
steps, equations (16) are approximated by: 

im - pP f 1 g - Tal -^- (~ B6 3) 

(17) 

^ = P e [ | ( f l s - 6W) + J a ] ^ ( | B 6 c 3 ) (17) 

Combining equations (9), (10), and (17) yields: 

, / , , , C o s i n 0 . 1 / 3 , , , , / , , , C o s i n 0 , 1 / 3 , „ 
wv

uidu)v = ( - L T ^ ) dX; wc
u\iwc = ( - ^ 3 ^ ) dX 

(18) 
3Ar„ 

where 

iV„ = Pe(|-g); N^Peil+^J (Ua) 
Integration of equation (18) yields 

^ = K , e m + / „ ) 3 / 4 ; a>e = K . o ' " 3 + / c ) 3 / J (19) 

whe re 

/„ = / ; 4(%f#)1/3
rfX; /, = .f1 4(%#?*) , / 3^ (19a) 

3iV~ 'xo 3Ar„-

uUro and ojc,o are known (initial) values at the initial limit of the 
tangential integration range X = X0 of any AX step. Combining 
with equations (9) yields: 

^ - r^i i j ) 
• 1 / 3 

+ L 
1/4 

T 7 T + /„• 

Substituting equation (20) into equation (15) we obtain: 

4 / 3 , r 1/4 

0, U U ,;«» + £ 1 = 0 

(20) 

(21) 

As Ic and /„ are a function of #,„ and X, equation (21) is nonlinear 
in 6W. Consistent with the assumption leading to equation (17), 
equation (21) is also limited to small increments in the tangential 
coordinate, and the solution over the periphery must be step-wise 
executed. The apparent error introduced by this constrain is prac­
tically eliminated by the computational procedure [7, 10]. 

T h e T a n g e n t i a l E v a p o r a t i o n — C o n d e n s a t i o n R a n g e 
It is assumed that the evaporation process starts once the devel­

oping (external) thermal boundary layer becomes identical with 
the thickness of the external water film. The evaporation is as­
sumed to come to an end at the point in which the condensate film 
meets with the stratified condensate layer at the bottom, as it is 
quite reasonable to neglect the heat transferred through the con­
densate-layer at the bottom of the tube [1]. Equation (21) is pro­
gressively solved between these two limits. 

The distance XD downstream (from the top) where the external 
free surface is affected by the simultaneous condensation taking 
place inside the tube is given, for a circular tube, by [8]: 

f ;Re 
21.25 428 K e " + 2 ^ ) ; R e „ = ! I ^ (22) 

11 It I 

where FUjo is half the mass flow rate (per unit length) of the liquid 
flowing on the tube, ug is the film free-fall velocity given by V2gS 
and S is the vertical free-fall distance, usually the vertical space 
between two tubes. In as much as XD is small relative to the (half) 
peripheral distance, it is reasonable to assume that equation (22) 
may be used for the elliptical shapes as well. This is substantiated 
by the fact that significant variation of the very small values of XD 
do not noticeably affect the results. The dimensionless thermal 
boundary layer developing distance is related to the corresponding 
angle of inclination in [10]. 

The dimensionless film thickness, 5u,o, at xp is obtained from 
equation (9) where r„ = r0io denotes the initial film mass flow rate 
per unit length. Choosing the y-averaged velocity at x = XD as the 
reference velocity, i.e., ur = uv-o yields the relationship between the 
Reynolds number, Re, based on R, and Re^, the Reynolds number 
commonly used in film-flow studies: 

Re = 
urp,R 

Mi 

rv.0 PJ_R 

Pi-Vu, o Mi 46 
R e , (23) 

i), 0 
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In the steam flow rate range considered here, stratification of 
the condensate at the bottom of the horizontal tube occurs. As 
shown by Chadock [9] the variation in the condensate level along 
the tube is relatively small and limited to a few degrees. Neglecting 
this variation, the length-averaged angle, Xm, corresponding to the 
height of the condensate layer at the bottom of a circular tube is 
given by [9]: 

A ' = n • [5 .06- 10-4f^ ' '^ ' - fo^l .ii^ZjL— 1 o.i42 
f i iPi3*3 

£>2 -
(24) 

where D and L are the diameter and length of the tube, respective­
ly. ATC = Ts — Tw is the temperature difference between the free 
surface temperature of the condensate and the wall surface inside 
the tube. 

As can easily be verified, reasonably small variations in X,„ do 
not noticeably affect the final results, and equation (24) is as­
sumed to apply here too. Note that since ATC in equation (24) is 
not known a priori, the calculation is initiated by a reasonable 
guess and then corrected by an iterative procedure. 

E f f e c t of N o n c o n d e n s a b l e s 
A homogeneous concentration distribution of noncondensables 

is assumed to occur for the intermediate steam loads range used in 
the water desalination unit considered here. Nevertheless, stratifi­
cation of the condensate, rather than an annular regime, still pre­
vails. The ratio of the final to initial steam flow rates in the con­
duit as a function of the nominal temperature driving force AT* 
and the inlet concentration of the inerts in the steam supplied to 
the system is identical with the expression derived for a circular 
tube [7]. 

C o n d e n s a t i o n in C o n s e c u t i v e S e c t i o n s 
In order to reduce the effect of the accumulating condensate 

film, the condensate film is removed at arbitrary distances from 
the top (x = 0 ) , by introducing internal partitions along the pe­
riphery. The total condensation area is thus divided into a desired 
number of consecutive sections, and condensate buildup starts 
anew (<5C = 0) at the beginning of each section. The average con­
densate film thickness is then reduced and the transfer rates 
should increase. 

flow rate-per-unit length at the bottom of the tube, x = xm. 
In the presence of noncondensables, the free surface tempera­

ture of the condensate, Ts, decreases along the tube, and the two-
dimensional problem must be solved progressively along the tube. 
The local steam flow rate along the 2-axis is obtained for each A2 
step by: 

2 F — 
Qs(z + Az) = Qs(z) - _ f ^ « ( A 2 ) (28) 

Ps 

The free surface temperature of the condensate, 6S, is locally calcu­
lated [7, 10] utilizing the local steam flow rate given by equa­
tion (28). The length of the tube is obtained when a point is 
reached where 0S approaches zero (to within 10 - 2). 

R e s u l t s a n d D i s c u s s i o n s 
The analysis of the transfer characteristics of a circular horizon­

tal condenser-evaporator tube [7] showed great variation of trans­
fer rates around the circumference, with maximum transfer rates 
around TT/2. These results prompted the search for conduits that 
yield high transfer rates in most of their circumference. 

Whereas the study of a conduit with a finite wall thickness re­
quires the solution of a set of nonlinear differential equations, the 
assumption of zero wall thickness allows for a solution of a simpler 
set of equations. The latter is further simplified by adopting the 
procedure associated with equation (17). The deviation due to this 
approximation, as compared with the exact solution for zero wall 
thickness [7] for a circular conduit, is of about 2 percent [10]. As 
the assumption of zero wall thickness greatly facilitates the analy­
sis, absolute accuracy was sacrificed for expediency and less com­
putational costs. 

With reference to the definition of Sw, note that 6W = 1 repre­
sents the maximum driving force possible in the absence of a film 
or wall resistance. As indicated by Pig. 2, when pure steam con­
denses inside an evaporator-condenser tube, the major part of the 
available temperature driving force is located in the external, 
evaporating film. Fig. 2 represents the dimensionless "wall" tem­
peratures around the periphery of the conduit, for various values 
of E, the ratio of the vertical to the horizontal axis. The tempera­
ture drop across the evaporating film increases as the conduit 

T h e H e a t T r a n s f e r Coef f i c i ent s 
The local heat transfer coefficients around the periphery at any 

z are obtained by: 

h(x, z) = 
clq/dt 
5TA 

XdT 
5Tdx 

A/i „ d(jO 
— • — R p 

R5T dX 
(25) 

where bT denotes the local temperature difference across the con­
densate (= Ts — T,„) or the evaporating film (= Tw — T„). 

The averaged overall heat transfer coefficient is defined by: 

U* = 

J' f U(x, z)t±T(x,z)dA 
(26) 

where AT* = T* — Tu is the nominal driving force, AT(x,z) is the 
local temperature driving force across the two films, and U(x,z) is 
the local overall transfer coefficient. Clearly, equation (26) can be 
related to either pure or vapor containing noncondensables. 

E v a l u a t i o n of C o n d e n s e r - T u b e L e n g t h 
For P u r e Steam. Ts = T* and 8„ = 1.0, invariant with the 

axial direction of the tube, and the solution of the two-dimensional 
(tangential and radial) problem of heat transfer yields the conden­
sation rate-per-unit length. This, in turn, is used to evaluate the 
tube length for any steam load, Qs(0) (cm3/s) at the inlet by the 
simple relationship: 

. Ps<?,(0) 
L = 

2r„. 
(27) 

where Tc,xm is the (half-periphery accumulated) condensate film 
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Fig. 2 Dimensionless wall temperature around the tube 
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Fig. 3 Effect of axis ratio on the dimensionless thickness of the conden­
sate and evaporating film around the conduit 

changes from the prolate (E > 1) to the oblate (E < 1) shape. The 
corresponding temperature difference across the condensate film 
decreases as E decreases from 2 to %. Also included in Fig. 2 is the 
effect of the external film flow rate or the Reynolds number. Since 
Tu < T*, increasing the external flow rate affects a decrease in Tw 

hence in 0W. 
Fig. 3 demonstrates the variation of the dimensionless thickness 

of the condensate and the evaporating films along the periphery of 
the conduits. In general, the effect of the angle of inclination on 
the evaporating film thickness is much more pronounced than that 
of the mass flow rate change due to evaporation and the film is 
thinnest at TT/2. The minimum external film thickness prevails for 
about 80 percent of the periphery for E = 2, as compared with ap­
proximately 30 percent for E = 1 and the small, sharp, range for E 
= 0.5. The condensate film, on the other hand, starts to build up at 
the top and generally increases in thickness. It is characterized by 
an inflection point at about TT/2, which indicates the opposing ef­
fects of the positive change in the mass flow rate and the negative 
change of the angle of inclination up to this point. Above 7r/2 these 
two factors combine to increase the internal film thickness. How­
ever, the E < 1 the condensate thickness increases sharply from 
the inflection point, while for E > 1 the increase in the condensate 
film thickness is rather moderate for most of the tangential range. 

The mass flux, m, is presented in Fig. 4 for three values of E. 
The curves for E = V2 and E = 1 indicate a maximum at TT/2. The 
curve for E = 1 yields a plateau for maximum m for the major part 
of the periphery, ranging approximately between TT/4 to 3-ir/4. The 
small differences in the rhc and mu curves are due to the accumu­
lated sensible heats in the condensate and the evaporating films. 
The shape of the curves, and particularly those corresponding to E 
= 2, are consistent with the developing thicknesses of the two 
films. 

The local evaporation and condensation heat transfer coeffi-

rw»£ STEAM 

COttSTAMT PEWWERY 
(neq.»i.©cm) 

AT"» 

OS,,-

2*C 

BO 

2 3 

ANGULAR CHSTAKCE , X , <R«MNS) 

Fig. 4 Effect of axis ratio on the mass flux around the conduit 

cients, calculated by equation (25), are compared in Fig. 5 for the 
three conduit shapes at Re = 150. Essentially similar curves were 
obtained for other values of the evaporating film Reynolds num­
ber. Consistent with Fig. 4, the condensation transfer decreases 
with the tangential axis, while the evaporation coefficient exhibits 
a maximum. Since h„ is an order of magnitude smaller than hc, a 
conduit with E > 2 is to be preferred as the maximum hv holds for 
a large portion of the surface of the conduit. 

The local overall heat transfer coefficients are presented in Fig. 
6 for various Reynolds numbers of the evaporating film. For clari­
ty, we compare here the prolate (E = 2) and circular (E = 1) con­
duits, and include only the curve for Re/v = 60 and 150 for the E = 
lk conduit. The controlling effect of the evaporation side coeffi­
cient is very pronounced. The decrease of the transfer coefficient 
with the (external) Reynolds number in this range of laminar flow 
is consistent with other studies (see the following). Note that the 
maximum transfer coefficient at a given Reynolds number in Fig. 6 
is practically identical for all conduit shapes. The obvious advan­
tage in preferring E > 1 over E = 1 is due to the fact that the max­
imum value of the local transfer coefficient prevails over a larger 
area. This is well demonstrated in Fig. 7, where we compare the x-
averaged overall heat transfer coefficient for various conduits as a 
function of the external Reynolds number. 

For ease of interpretation of the results, all the values of E pre­
sented so far correspond to identical transfer areas (constant pe­
riphery). Thus, Fig. 7 shows that the average overall heat transfer 
coefficient increase as E increases. However, as seen in Fig. 8, 
which is a cross plot of Fig. 7, the asymptotic value of U* is 
reached at E = 4 and increasing E above this asymptotic value is 
not deemed advantageous. For comparison, Fig. 8 includes the 
overall heat transfer coefficient, calculated for a vertical flat plate 
by utilizing Nusselt's solution for the condensation side heat trans­
fer coefficient, based on a constant wall temperature: 

/A>- 1 / ; ! 4T -1/3 
h,. = 1 . 4 7 ( ^ ) ( - _ £ i ^ ) (29) 

M 
where Yc?Xm is the total condensate mass flow-rate-per-unit length, 
at the bottom. The corresponding evaporation side heat transfer 
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transfer coefficients around the conduit around the conduit 

coefficient is given by [4]: 

/'„ 
4 1/:! /,>V AT .1/3 

(30) 

where, for simplicity, we neglect the relatively small mass evapo­
rated in the process. The fact that the "asymptotic" values of the 
average overall transfer coefficients of this work are smaller than 
those of the vertical plate is not surprising, as the latter are calcu­
lated for a constant wall temperature [11]. It is interesting to note 
that increasing the axis ratio above 4 leads to lower U* values as 
Reynolds number increases. This is attributed to the decreasing 
effect of the evaporation process on the thickness of the external 
film as the external flow rate increases. Note that the effect of the 
condensate film thickness is relatively small in this case, as the 
vertical flow distance varies only moderately for E > 4. [see insert, 
Fig. 8]. 

Fig. 9 represents the dependence of the average overall heat 
transfer coefficient on the axis ratio of various elliptic shapes gen­
erated by keeping b constant while changing a. In this figure the 
periphery is not kept constant, and a increases linearly with E (see 
insert). The values of b were chosen to correspond to E = 2, 4, 8 in 
Fig. 8. Consistent with Fig. 8, the overall transfer coefficient in­
creases with increasing the axis ratio up to E « 4. (This increase is 
considered to be due to the increasing effect of the local angle of 
inclination, i.e., the increase of the relative portion of the transfer 
area which exhibits the maximum values of the local coefficients 
(Figs. 2 to 5).) At E > 4, the overall coefficients decrease with E. 
As E (or a) increases, the effect of the accumulating condensate 
film is to reduce the overall transfer coefficient. This effect is more 
pronounced at lower external Reynolds numbers, where the films 
are thinner and the transfer rates are comparatively larger than at 
the higher Reynolds numbers. At low Reynolds numbers the over­

all heat transfer coefficient is controlled by both the condensation 
and the evaporation side. At the higher Reynolds numbers the 
evaporation side plays the dominant role, and the overall heat 
transfer rate is mainly affected by the decrease in the evaporating 
film thickness (due to evaporation). The decrease in the external 
film thickness is higher for larger b or larger a (constant E). 
Hence, the overall transfer rate increases now (at high Reynolds 
number) as b increases. The interplay between these two contra­
dicting effects, i.e., the increase in the accumulating condensate 
film thickness and the decrease in the evaporating film thickness, 
is furthermore demonstrated later in the study of condensation in 
consecutive sections. 

Similar to the circular tube [7], the effect of the temperature 
driving force and the temperature level (T*) on the average overall 
transfer coefficient is quite small for the various values of E. 

The increase in the overall heat transfer coefficient (relative to 
the transfer coefficient obtained with no internal partitions) due to 
equally spaced internal partitions is demonstrated in Figs. 10. Fig. 
10(a) refers to a constant condensation area 27r.Ro (with 6 —*• 0, a 
-*• TTRQ/2 = 2.98 cm), whereas in Fig. 10(6), the axis a (= 16.7 cm) 
was kept constant while changing b (or E) i.e., changing the con­
densation area. In both cases, a significant increase in the transfer 
rate is noted only at low external Reynolds numbers, reconfirming 
the above conclusion that the evaporating side film gains control 
over the overall heat transfer as the external flow rate increases. 
However, with the larger vertical axis tubes, (Fig. 10(6)) the con­
densate films are thicker and the effect of the partitions is more 
pronounced. 

As seen from Figs. 10, the effect of intermittent removal of the 
condensate film decreases as E, the ratio of the vertical to horizon­
tal axis, increases. In other words, the partitions affect a circular 
tube more than an elongated tube. This is explained with reference 
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to Fig. 3 where it is noted that as E > 1, the increase in the con­
densate film thickness along the periphery is rather moderate. 
Thus, the location, as well as the number, of the internal partitions 
inside the conduit affects the enhancement of the overall transfer 
rates. 

C o n c l u s i o n s 
This study indicates that the best ratio of the vertical to the hor­

izontal axis is about 4. However, the exact ratio should be deter­
mined based on the best possible packing arrangement in the tube 
bundle of the industrial-scale unit. The effect of intermittent re­
moval of the condensate film from the wall decreases with the in­
crease of the external flow rate and the ratio of the vertical to hori­
zontal axis of the tube. 
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Effect of Precursory Cooing on 
Falling-Film Rewetting 
An analytical model for falling-film wetting of a hot surface has been developed to ac­
count for the effect of cooling by droplet-vapor mixture in the region immediately ahead 
of the wet front. The effect of precursory cooling is characterized by a heat transfer coef­
ficient decaying exponentially from the wet front. Based on the present model, the wet 
front velocity, as well as the temperature profile along a thin slab, can be calculated. It is 
demonstrated that the precursory cooling can increase the wet front velocity by an order 
of magnitude. Existing experimental data with variable flow rates at atmospheric pres­
sure are shown to be successfully correlated by the present model. 

Introduction 

Rewetting of a very hot surface is of fundamental and practical 
importance to water reactor safety in the event of a postulated 
loss-of-coolant accident (LOCA). To evaluate the performance of 
the emergency core cooling systems (ECCS) during the LOCA, it is 
essential to obtain a better understanding of the physical mecha­
nisms involved in rewetting by a falling water film in the case of 
top spray cooling and by an upflow of water in the case of bottom 
flooding. While the controlling mechanism for bottom flooding is 
not yet fully understood [l],1 it is generally recognized that falling-
film rewetting is conduction-controlled. 

Conduction-controlled rewetting was first described by a two-
region model [2, 3]. In the model, the advance of the wet front was 
attributed to axial conduction from an adiabatic dry region ahead 
of the wet front to a wet region behind the wet front. The two-re­
gion model has been extended to a three-region model, namely, an 
adiabatic region ahead of the wet front, a sputtering region imme­
diately behind the wet front, and a continuous liquid film region 
further upstream [4]. It was shown that for the case of using water 
as coolant, the continuous liquid film region exerted little influ­
ence on the film wetting phenomenon as compared to the sputter­
ing region which was bounded by the incipient boiling temperature 
and the temperature corresponding to the minimum heat flux in 
film boiling. In this case, the resultant wet front velocity of the 
three-region model became identical to that of the two-region 
model. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer and presented at the Winter Annual 

Meeting, New York, N. Y., November 17-22, 1974, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Journal manuscript received 
by the Heat Transfer Division April 2,1975. Paper No. 74-WA/HT-52. 

The one-dimensional axial conduction analysis based on the 
two-region model (or the three-region model) has proven quite 
successful in predicting the rewetting phenomenon of water at low 
mass flow rates [3, 4, 5]. Recently, it has been claimed in several in­
vestigations [6, 7, 8, 9] that a two-dimensional conduction analysis 
is required for predicting rewetting characteristics at high flow 
rates and at high pressures. However, the effect of flow rate on the 
physical mechanisms that govern the wetting phenomena is not 
entirely clear. 

The present study analyzes the effect of cooling ahead of the wet 
front on falling-film rewetting. A previous study of this effect has 
been reported by Edwards and Mather [10] who considered two-
dimensional rewetting with a surface heat flux variation of the ex­
ponential type. Their analysis shows certain qualitative features of 
the precursory cooling effect. Yet, it does not provide a clear quan­
titative picture because of the complexity involved in the two-di­
mensional analysis as well as the assumption of exponential sur­
face heat flux variation which is mathematically convenient, but 
difficult to justify physically. A new one-dimensional analytical 
model has been developed to account for the precursory cooling ef­
fect. It is shown that precursory cooling increases the wet front ve­
locity significantly. 

Analysis 
General Considerations. When a liquid film progresses down­

ward on a very hot vertical surface, the surface is first cooled to the 
temperature corresponding to the minimum film boiling heat flux, 
at which the surface begins to wet. Behind the wet front, sputter­
ing occurs as the result of transition and nucleate boiling. Ahead of 
the wet front, the droplets generated in the sputtering region flow 
downward cooling the surrounding vapor and the dry surface. It is 
known that precursory cooling due to the droplet-vapor mixture 
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Fig. 1 The variation of heat transfer coefficient ahead of the wet front [5] 

can substantially reduce the dry wall temperature ahead of the wet 
front. 

The mechanisms for precursory cooling consist of convection 
and radiation from the wall to the droplet-vapor mixture. Both 
mechanisms can be conveniently characterized by a decaying heat 
transfer coefficient ahead of the wet front. Experimental evidence 
on precursory cooling is quite limited. Duffey and Porthouse [5] 
reported experiments on direct injection at spaced intervals along 
a central pipe into a 36-rod bundle. An axial variation of the heat 
transfer coefficient was observed, with peak values occurring near 
the injection points. In Fig. 1, curve fitting of the reported experi­
mental data shows that the axial variation of heat transfer coeffi­
cient can be represented by an exponential decay function, exp 
(—0.05Z), for Z in centimeters. 

Fig. 2 illustrates the film wetting phenomenon and the present 
model with consideration of precursory cooling. For the case of 
using water as coolant, the continuous liquid film region has virtu­
ally no influence on the wetting front velocity [4]. The wet region 
can be characterized by a single sputtering boiling heat transfer 
coefficient, hb. The heat transfer coefficient for the precursory 
cooling region is generally much smaller than hb. For convenience, 
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Fig. 2 The film wetting phenomenon and the present model with precur­
sory cooling typically for water coolant 

it can be characterized by a fraction of hb at the wet front (i.e. 
hb/N where N is a number followed by an exponential decay rela­
tion in the downstream direction. The magnitude of N depends on 
coolant flow rate. For increasing flow rate, precursory cooling is 
enhanced, resulting in smaller N. 

Mathematical Formulation. It is recognized that the formu­
lation in general is a two-dimensional conduction problem with 
surface boundary conditions given in Fig. 2(b). However, to avoid 
the complexity of numerical calculations and the loss of signifi­
cance of certain physical parameters, a one-dimensional analysis is 
adapted to demonstrate the importance of precursory cooling on 
falling-film wetting. It should be noted that, strictly speaking, the 
one-dimensional description is accurate for thin slabs such that 
the Peclet number, with respect to the wet front velocity, and the 
Biot number, with respect to the sputtering heat transfer coeffi­
cient, are small [11]. The present analysis follows the existing ap­
proach [2, 3, 4] with particular emphasis on the effect of precurso­
ry cooling in the dry region ahead of the wet front. 

For one-dimensional analysis, the slab is treated as a fin with 

- N o m e n c l a t u r e , 

a = exponential power, defined in 
equation (3), ( c m ) - 1 P 

B = Biot number with respect to the 
heat transfer coefficient, de­
fined in equation (7) T 

Cp = thermal capacitance, J/kg—°C To 
h = surface heat transfer coefficient, 

W/m2—°C 
hi, = average boiling heat transfer coef­

ficient for the sputtering region, T„ 
W/m2—°C Tw = 

h( ) = modified Bessel function of the u = 
first kind, of order v Z = 

K = thermal conductivity, W/m—"C a = 
N = dimensionless quantity that 

characterizes the magnitude of /3 = 
precursory cooling, defined in 
equation (3) 

= dimensionless wet front velocity, 
or the Peclet number, defined 
in equation (6) 

= temperature, °C 
= wet front temperature that corre­

sponds to the temperature at 
minimum film boiling heat 
flux, °C 

= saturation temperature, °C 
= initial temperature of the dry sur­

face, °C 
= wet front velocity, m/hr 
= length coordinate, m 
= dimensionless parameter defined 

in equation (9) 
dimensionless parameter defined 

in equation (15) 
= dimensionless parameter defined 

B = 

h = 

inequation (14) 
wall thickness, m 
dimensionless length coordinate, 

Zjh 
dimensionless temperature de­

fined in equation (5) 
dimensionless temperature pa­

rameter defined in equation 
(12) 

= density, Kg/m 3 

= spray flow rate per unit perim­
eter, gm/cm-s 

Subscripts 

+ = evaluated at an infinitesimal in­
crement of distance 

— = evaluated at an infinitesimal dec­
rement of distance 
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temperature variation in the longitudinal direction only. Assuming 
that the wet front travels at a constant velocity, the transient 
problem becomes quasi-steady by setting the origin of the coordi­
nate system (as shown in Fig. 2(b)) at the wet front. Heat balance 
considerations based on a differential element of the slab leads to 
the governing equation [2, 3, 4]. 

d2T dT 
T<) 

dzl p dz 

For the wet region behind the wet front, — °> < z < 0 

h = hb 

(1) 

(2) 

For the dry region ahead of the wet front, 0 < z < <*>, an exponen­
tial relation is assumed, as 

11 N6 (3) 

By incorporating equations (2) and (3), equation (1) can be 
transformed into dimensionless forms applying to the two differ­
ent regions. For the wet region, —<= < z < 0, 

0"(TJ) + p6'(ri) - B0(7?) = 0 

where the dimensionless parameters are defined as 

T- T, 

(4) 

e(v) = -
. , dd z 

To Ts 

The dimensionless wet front velocity (i.e., the Peclet number) is 

utpc,, 
/ > = - K 

(5) 

(6) 

and the Biot number is 

B s 
h5 

K 

For the dry region, 0 < z < <= 

e"(rj) + p6'(r}) 
N 

e-a"B{n) = 0 

w h e r e 
a = a6 

(7) 

(8) 

(9) 

The boundary conditions for a long slab are: far downstream, 
the wall temperature is equal to its initial dry wall temperature; far 
upstream, the wall is cooled down to saturation temperature; and 
at the wet front, the wall temperature equals the wetting tempera­
ture (i.e., the temperature corresponding to the minimum heat flux 
in film boiling). The boundary conditions can be expressed in di­
mensionless form as 

0(-oo) = 0, 0(0) = 1 

for the wet region, — <*> < 17 < 0, and 

6(0) = 1 and 0(°°) = 1 + 

w h e r e 

T,„ J n 

(10) 

(11) 

(12) 

for the dry region, 0 < r\ < <*>. 
Combining equation (10) with equation (4), the solution of tem­

perature distribution for the wet region, — <» < 77 < 0, is [4]: 

0fo)=exp[-^77] 
w h e r e 

y ; i-[i + f r " 

(13) 

(14) 

To obtain a solution for the dry region with precursory cooling, 
equation (8) is first transformed by the parameter defined as 

(3 (15) 

By applying equation (15) to equation (8) and noting that 

fl'(r?) = - a/30'03) (16) 

whe re 

O'(P) dp 

equations (8) and (11) become 

0/»(|3) + ( i _ i L ) I 0 ' ( / 3 ) - J ^ I e(/3) = 0 (17) 

and 

0(/3 = 1) = 1 and 0(/3 = 0) = 1 + 0j (18) 

Through simple mathematical manipulations, it can be shown 
that the solution for equation (17) involves the Bessel functions 
[12]: 

l#a . /4B/3 , 0 ( f f l = ^ { c ^ ^ / 3 ) + 0 ^ ( ^ ) 1 (19) 

where Ip/„( ) is the modified Bessel function of the first kind, of 
order p/a. 

Inserting the boundary conditions of equation (18) into equation 
(19), the constants C\ and C-i can be evaluated as 

Cx U2<W 
{ l - U + e O r d - ^ ) * " / ^ ) } (20) 

and 

a 
(21) 

(22) 

c2 = (i + e^rd-£)<#><* 

where F( ) is the Gamma function and 

With Ci and C% known and the transformation given in equa­
tion (15), the temperature profile in the dry region can be obtained 
in terms of i\. Thus, for 0 < r\ < °°, 

8(rj) = e r{CiIp_(2<f>e 2) + C2I ^ e 2)} (23) 
a -a 

The condition of heat flux continuity at the origin requires 

0'(O+) = <9'(0J (24) 

as given in equations (13) and (23). This results in the following 
implicit equation for the dimensionless wet front velocity, p, 

I = ;£{Ci[£ W ) + */AJ2*)] + C2*/_£ (20)} (25) 

It is obvious from equation (25) that a trial and error method is 
required to solve for p based on known values of B, 0\, N, and a. 
The Biot number B can be evaluated with the information of boil­
ing in the sputtering region, fli is known from the initial wall tem­
perature, and N and a are to be determined from the knowledge of 
precursory cooling. 

It is of interest to examine the limiting cases of equation (25). 
For JV —• <=, the heat transfer coefficient ahead of the wet front is 
essentially zero, and the present model corresponds to the existing 
models without precursory cooling. Indeed, equation (25) reduces 
to the simple relation [3, 4] 

- = l im [ R . H . S . of equat ion (25)] = • 
y 

Substituting 7 from equation (14), equation (26) becomes 

' B = [0,(01 + l ) ] l /2 

(26) 

(27) 

R e s u l t s and D i s c u s s i o n s 
In the present analysis, there exist two independent dimension-
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Fig. 3 The variation of dimensionless wet front velocity with N for para­
metric values of 0-, and a 

less parameters 0i and B, as well as two dimensionless factors N 
and a. The latter two factors characterize the effect of precursory 
cooling. The parameter Si characterizes the dry wall temperature 
far downstream with respect to the temperature at the wet front. 
The Biot number, B, characterizes the sputtering boiling heat 
transfer coefficient and the wall thickness. The factor N repre­
sents the magnitude of precursory cooling relative to the boiling 
heat transfer coefficient. The parameter a characterizes the decay 
of precursory cooling along the dry region. 

Fig. 3 represents the variation of dimensionless wet front veloci­
ty, p, with N for parametric values of 8i and a, and a fixed Biot 
number. It is shown that the increase of p with decreasing a and N 
for typical cases of #i = 0.5 and 1.5 clearly demonstrates the signif­
icant effect of precursory cooling on the wet front velocity. For the 
limiting case of N —• <=, which means that the magnitude of pre­
cursory cooling is insignificant, the wet front velocities approach 
the limiting values predicted by equation (27). 

Fig. 4 depicts the temperature profiles in the vicinity of the wet­
ting front for different values of N. It is evident that with typical 
values of 0\, B, and a, the wall temperature ahead of the wet front 
is lower for larger magnitudes of precursory cooling (i.e., N small­
er). 

While the effect of precursory cooling on falling-film wetting is 
shown to be significant from the theoretical analysis, it is of inter­
est to obtain information on the region of influence and the magni­

tude of precursory cooling (i.e., a and N) from experimental re­
sults. Duffey and Porthouse [5] observed from their rod wetting 
experiment that droplets generated by boiling in the sputtering re­
gion were on the order of 0.05-0.1 cm dia. These droplets evapo­
rated in the superheated steam, representing the dominant heat 
sink for the region of precursory cooling. Larger droplets on the 
order of 0.2 cm fell under gravity, and hence had relatively little 
effect on precursory cooling. Since surface geometry exerts little 
influence on droplet generation in the sputtering region, the region 
of precursory cooling governed by the smaller droplets (0.05-0.1 
cm dia) does not vary appreciably for vertical surfaces of different 
curvatures. With this assumption, the exponential curve given in 
Fig. 1 should be generally applicable to characterize the region in­
fluenced by precursory cooling. The parameter N would be expect­
ed to be dependent on film flow rate and the geometry that con­
fines the surface. For larger flow rates or smaller confined spaces, 
the number of droplets in the precursory cooling region increases, 
resulting in a decrease in N and stronger precursory cooling. 

Comparison of the present analysis with existing data is limited 
to experiments with water as coolant in atmospheric steam envi­
ronments. This is due to uncertainties in the wet front tempera­
tures for higher pressures. For water at atmospheric pressure, the 
wet front temperature, To, which corresponds to the temperature 
at the minimum film boiling heat flux is about 260°C [4]. The heat 
transfer coefficient for the sputtering region, hi,, which represents 
the average coefficient associated with transition and nucleate hol­
ing, is 1.7 X 104 W/m2 °C (3.0 X 103 Btu/ft2-hr°F) [4]. Using these 
values in equation (27) the low flow rate data of Yamanouchi [3] 
and Duffey and Porthouse [5] were correlated successfully by Sun, 
Dix, and Tien [4]. This indicates that, in these low flow rate tests, 
the effect of precursory cooling was negligible (i.e., N —- °>). 

Equation (27) could be used to correlate high flow rate data by 
adjusting the values of hb- However, the dependence of hi, on flow 
rate is not clearly understood. Also, if hb were treated as a variable 
parameter to correlate Duffey and Porthouse's data [5], the value 
of hb could be as high as 5 X 106 W/m2 °C. This value is unreaso­
nably high for transition and nucleate boiling at atmospheric con­
ditions. 

To compare the present model with experimental data, the 
values of To, hb and the exponential power, a, are kept constant, a 
priori with an adjustable N. Figs. 5, 6, and 7 show good agreement 
between the prediction and the data of Yamanouchi [3] and Duf­
fey and Porthouse [5], Despite the scatter of the data, which is typ­
ical in the measurement of wet front velocity, it is evident from the 
successful correlation that the present model is accurate in de­
scribing the effect of spray flow rate on falling-film wetting. It 
should be noted in Figs. 5 and 6 that Duffey and Porthouse's data 

- 8 0 - 6 0 - 4 0 - 2 0 - 2 0 2 4 6 8 L0 12 14 16 18 20 100 200 300 4 0 0 5 0 0 
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Fig. 4 Temperature profiles in the vicinity of the wet front for different 
magnitude of precursory cooling 
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Fig. 5 Comparison of predicted wet front velocity with the experimental 
results of Duffey and Porthouse [5] (wall thickness 0.05 cm) 
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Fig. 7 Comparison of predicted wet front velocity with the experimental 
data of Yamanouchi [3| (wall thickness 0.10 cm) 

with large 0\ appear to depart from the predictions. This could be 
attributed to the short test sections (10 and 18 cm), in comparison 
to very long surface on which the model is based. The other possi­
ble source of error is, of course, that the exponential relation, 
exp(—0.05Z), could vary with the initial dry wall temperature. 

It is of interest to correlate N with flow rate for the data given in 
Figs. 5, 6, and 7. Since precursory cooling ahead of the wet front is 
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Fig. 6 Comparison of predicted wet front velocity with the experimental 
results of Duffey and Porthouse f5] (wall thickness 0.085 cm) 
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Fig. 8 The variation of N with spray flow rate per unit perimeter 
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due to droplets generated in the sputtering region, the variation of 

heat transfer coefficient with respect to the wet front for a given 

film flow rate should be insensitive to geometry. Indeed, it is 

shown in Fig. 8 that the N values for three test sections with dif­

ferent diameters can be correlated by the following empirical rela­

tion 

N = 800 ib-ui (28) 

where \p in gm/cm-s is the spray flow rate per unit perimeter (cir­

cumference of rod). The scatter of the data at high flow rate where 

p is large is probably due to the effect of two-dimensional conduc­

tion. In this regard, it should be emphasized that the above empiri­

cal relation is established through comparison between experimen­

tal data and the analytical results based on the present one-dimen­

sional model. 

S u m m a r y 

1 When a liquid film progresses downward on a very hot verti­

cal surface, sputtering occurs in the region right behind the wet 

front. The droplets generated by sputtering serve as a heat sink for 

precooling the dry surface ahead of the wet front. This phenome­

non can be characterized by two regions: a wet region which con­

sists of the sputtering region and the continuous film region, and a 

dry region with precursory cooling. 

2 The film wetting velocity can increase substantially with 

precursory cooling ahead of the wet front. Precursory cooling is en­

hanced at higher film flow rates. 

3 Assuming that the average boiling heat transfer coefficient in 

the sputtering region does not vary with flow rate, existing film 

wetting data obtained under atmospheric steam environments 

with variable flow rates can be successfully correlated by taking 

precursory cooling into account. 
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Laminar and Turbulent Free 
Convection Through Vertical 
Enclosures Filled With ion-
Newtonian Fluids 
Heat transfer and fluid flow experiments were made in narrow vertical enclosures of 
varying aspect ratio (5 < H/W < 40) filled with non-Newtonian fluids whose consisten­
cies ranged from near that of water to several orders of magnitude more. Temperature 
and velocity profiles were obtained for thermal conditions of low convection augmenta­
tion to fully developed turbulent flow. The tests were run over periods of as much as 60 
days, during which time the flow index and the consistency of the fluids changed mark­
edly according to their thermal histories. Local hot and cold wall and average enclosure 
heat transfer rates and wall shear stresses were evaluated. For all the fluids, including 
the abnormal fluids (those which thickened with increasing temperature) the heat trans­
fer could be correlated by 

Nu = C Rab 

although the constant C differed for the two classes of fluids. These correlations were 
valid over the entire flow regimes studied even in the presence of multiple boundary 
layers and secondary vortices. 

Introduction 

Although heat transfer by free convection in vertical enclosures 
has been studied, in the modern sense, since Mull and Reiher [l]1 

in 1930, the first comprehensive understanding of the phenomena 
was offered by Batchelor [2] in 1954. And for Newtonian fluids, the 
studies were effectively brought to a conclusion by the exemplary 
studies of Elder [3,4]. 

Similar studies of non-Newtonian fluids are of very recent origin 
and have not reached the same degree of completion because they 
suffer from the lack of a unique method of characterizing the fluid 
properties. Furthermore, because most of the non-Newtonian 
fluids used to date are optically transparent, circulatory effects 
have been observed which have not been previously documented 

1 Numbers in brackets designate References at end of paper. 
Contributed by Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEER and presented at the AIChE-ASME Heat 
Transfer Conference, San Francisco, Calif., August 11-13, 1975. Journal 
manuscript received at ASME Headquarters June 5, 1975. Paper No. 75-
HT-59. 

for Newtonian fluids of similar consistencies because most such 
Newtonian fluids are opaque. 

These circulatory aberrations, usually recorded as multivortex 
patterns and velocity and temperature inversions on single flat 
plates [5], have created some doubts about the accuracy of the 
measurements of non-Newtonian free convection effects and 
raised questions about the existence of similarities between New­
tonian and non-Newtonian results. In addition, most non-Newto­
nian fluids exhibit very marked temperature and aging effects, 
which are not monotomic with concentration, and which hinder 
the reduction of the data to universal correlations. 

In this paper we wish to describe some experiments conducted 
with several non-Newtonian power law fluids in closed vertical en­
closures for which the laminar and turbulent flows were found to 
behave very similarly to the Newtonian fluids used by Elder. Tem­
perature and velocity profiles are given and local and overall heat 
transfer correlations are derived. 

These correlations are based upon the observations that the flow 
in the enclosures resembles two vertical boundary layers, each be­
having as though it were on a single vertical flat plate. Acrivos [6] 
analyzed the asymptotic case of free convection with infinite 
Prandtl numbers and Tien [7] used an integral technique to study 
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isothermal and constant wall flux cases. Their results for the iso­
thermal plate can be expressed as 

Nu„ = C(«) (Gr / , *Pr„*") 1 / ( 3 ' , * 1 ) C(«) Ra*i/<3**» 

and for the constant wall flux by replacing 3n + 1 by 3n + 2. The 
generalized Grashof and Prandtl numbers are defined by 

„ * g&T ~ r „ , ) # ( 2 t ' , ) / ( 2 - , ) 

(m/p) T2/2.n> 

n ) , , l /<2 -n ) 
P r * — - ^ f—'I f j ( 2 - 2 n ) / ( 2 w i ) 

for the isothermal plate and for the constant wall flux by replacing 
T — T*. by qH/k. Further attempts to eliminate the length scale 
from the generalized Prandtl number have not been successful. 
The inclusion of a length dimension in the Prandtl number em­
phasizes the difficulties of trying to express non-Newtonian behav­
ior by a Newtonian fluid correlation and suggests that such at­
tempts will be successful only for mildly non-Newtonian fluids. 
The constant C(n) is a strongly increasing function of the flow 
index n for isothermal plates and a weakly decreasing function for 
constant wall flux plates. 

By using the boundary layer model for the enclosure and ex­
tending the Newtonian fluid results, it is possible to derive the cor­
relations 

Nu„ = C(n) Ra„ * l / < 3 n + l > L a m i n a r flow 

and 

Nu„ = C(n) R a „ * 1 / ( 2 " + 1 ) Tu rbu len t flow 

for the enclosure. 
Physical Proper t ies of the Fluids. The fluids used were 

aqueous solutions of Carboxymethylcellulose (CMC) of 0.05, 0.1, 
and 1.0 percent and Carboxypolymethylene (Carbopol) 0.05 and 
0.25 percent neutralized and 0.5 and 1.0 percent unneutralized. 
The solutions were made by slowly dispersing the powder in water 
and then allowed to stand and age. Fluid densities were measured 
from 50 to 120°F and found to be greater than that of water, but 
never by more than 0.5 percent. The thermal conductivities were 
those reported by Dale [8] in which the 1 percent Carbopol dif­
fered by 5 percent from pure water while all other fluids were with­
in 2 percent. 

Viscometric measurements were obtained by using a coaxial cyl­
inder viscometer in conjunction with a temperature controlled 
bath. Figs. 1 and 2 illustrate the variations of the consistency and 
flow index with temperature for the different fluids. The proper­
ties were obtained by measurements over nearly three decades of 
strain rate with the lowest strain rate about one-fourth of the min­
imum measured in the inner portion of the boundary layers and 
the maximum about five times the maximum observed. For all the 
fluids, the shear stress was found to agree with the power law ex­
pression [9], 

9« 

to within 2 percent. None of the fluids used in this series of tests 
were found to have a yield stress although Dale [8] had reported 
finding one for 0.06 percent Carbopol. The data shown in Figs. 1 

<» -^~ 
B 0 . 0 5 ? C A R 9 - f 0.11 CMC 

-# •-
Lo.tr CMC 

0.0 52CAH 934 
•Sk -r-A— 

50 70 90 ! I 0 

TEMPERATURE(°F) 

Fig. 1 Viscometric properties of low consistency test fluids 

and 2 amply illustrate the fact that the viscometric properties 
must be measured for each fluid mixed. Although some of the 
fluids came from different powder batches, the 0.05 percent Car­
bopol data marked 1 and 2 are from the same powder batch, but 
mixed at different times, and are seen to have significantly differ­
ent viscometric properties. 

Different from the other fluids, the 1 percent Carbopol 940 was 
found to be slightly rheopectic at the higher rates of strain and 
thixotropic at the lower rates. Furthermore, the flow index n was 
found to increase smoothly with strain rate, although the use of 
two different values for low and high strain rates was found to fit 
the data well. The behavior of this 1 percent Carbopol 940 can be 
explained by the consistency of the solution, which is about three 
orders of magnitude greater than 1 percent Carbopol 934. The long 
chain polymers are very concentrated and the time needed for 
their alignment is not negligible as it was for the other solutions. 

As each fluid was used in the free convection tests, a sample of 
the unused portion of the fluid was continually viscometrically 
tested. Fig. 3 illustrates the aging effects and although the consis­
tency is seen to change significantly with time, the flow index is 
reasonably constant. 

Laminar Heat Transfer Tests. Vertical enclosures of height 
to width ratios from 5 to 40 were filled with the fluids and one ver­
tical wall was heated by a constant heat flux and the other cooled 
by a constant temperature to simulate typical industrial appara­
tus. Average wall heat fluxes ranged from 80 to 2000 Btu/hr-ft2 

b - slope 
Cp = specific heat 

g = acceleration of gravity 
Gr = Grashof number 
H = height of enclosure 
k = thermal conductivity 

m = consistency 
n = flow index 

Nu 
Pr 

Q 
Ra 

T 
u 

Nusselt number 
Prandtl number 
heat flux 
Rayleigh number 
temperature 
velocity along the vertical surface 

W = 

y = 

enclosure width 
distance along the vertical surface 
distance perpendicular to the ver­

tical surface 
coefficient of thermal expansion 
density 
shear stress 
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Fig. 2 Vlscometrlc properties of high consistency test fluids 
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Fig. 3 Effect of aging on vlscometrlc properties 

and average temperature differences from 14 to 120°F. Full details 
of the apparatus are given by Emery [10]. Thermocouples were 
embedded in each wall and a traversing thermocouple capable of 
being located anywhere in the enclosure was used to measure the 
temperature profiles. At low circulation velocities, dye filaments 
were drawn, either vertically or horizontally, in the enclosure and 
back lighted. By taking timed multiple pictures, the local velocity 
profiles were obtained. Because previous studies [10, 11] had dif­
ficulties in correlating some of the overall heat transfer results, it 
was felt necessary to observe the effect of the history of a fluid 
lamina upon its viscometric properties. To do this, several drops of 
dye were introduced into the enclosure and their subsequent mo­
tion observed. After the dye had delineated the location of a time 
independent lamina in the boundary layer and another in the core, 
fluid samples were withdrawn from these lamina and viscometric 
tests were made for each different hot wall flux experiment. Even 
though the thermal histories of the two samples were significantly 
different and different aging effects were expected, no difference 
in viscometric properties could be detected. Further testing 
showed that for both normal and abnormal fluids a fluid sample 
withdrawn from any point in the enclosure was sufficient to char­
acterize the viscometric properties. Apparently, the shear stress-
temperature history has no effect upon the viscometric properties 
except in the sense that the history implies aging of the sample. 
Further tests were made with several unused samples of 0.05 per­
cent Carbopol. One sample was heated to 110°F and constantly 
sheared at a rate equal to the minimum strain rate observed in the 
enclosure, another was heated but not sheared, and a third was not 
heated or sheared. The virgin sample's consistency increased about 
1 percent, the heated and sheared sample's consistency increased 
by 14 percent, while the unstirred sample increased by 35 percent 
during a 20-hr period. The fluid in the enclosure experienced a 2 
percent rise during the same time. Apparently, the straining re­
duces the tendency of jells to form under prolonged heating. All of 
the abnormal fluids showed an increase in consistency with long 
time heating, and all normal fluids showed a decrease. 

Velocity profiles showed that the constant heat flux hot wall 
boundary layer differed substantially from that on the cold wall 
and the differences were significantly affected by the consistency 
of the fluids. All of the flows showed the primary and secondary 
flow patterns sketched schematically in Fig. 4, where the secon­
dary flow is opposite in direction and generally equal in width to 
the main boundary layer. However, the maximum reverse flow ve­
locity was rarely more than 5 percent of the maximum velocity in 
the boundary layer. For the 0.1 percent CMC and 0.05 percent 
Carbopol solutions, a tertiary flow pattern was found in the enclo­
sure for H/W = 10 at a generalized Rayleigh number of Ra#* = 8.1 
X 108 and 2.3, X 109, respectively. Elder [3] observed similar terti­
ary patterns in silicone oil and medicinal paraffin at Ra#* = 2 X 
109, finding as many as eight such cells at Raw = 4.0 X 109 for H/W 
= 19. Possibly the number of these inner core cellular patterns is a 
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Flg. 4 Schematic of flow In the enclosure 
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Fig. 5 Velocity profiles in 0.1 percent CMC at 6 r „ ' = 1.09 X 107 at x/H 
= 0.5 for H/W = 10.0 

function of the aspect ratio although Elder does not so state. We 
found none for H/W = 5 and only one regardless of the value of 
Ra//* for H/W = 10 and it was always located at midheight. At the 
next higher power setting the tertiary pattern disappeared and a 
series of small vortices appeared just outside of both the hot and 
cold boundary layers which soon led to a turbulent flow. 

The velocity profiles (Fig. 5) indicated that the maximum veloc­
ities in the cold boundary layer were greater than those in the hot 
boundary layer at corresponding positions for the less viscous 
fluids, but the opposite occurred for the more viscous fluids. Since 
increasing consistency is generally coupled with decreasing flow 

index, it is not presently known which is the cause of this effect. In 
all cases the wall shear stresses and the wall shear strain rates on 
the hot wall were found to be constant, to within 10 percent, over 
that portion of the hot wall which was more than two enclosure 
widths from the ends of the enclosure area even though the peak 
boundary layer velocity had a maximum near the midheight which 
was twice the value at x/W = 2. Although the cold boundary peak 
velocity behaved similarly, the wall shear stress and shear strain 
rate were found to decrease as the fluid moved down the wall until 
the cold fluid began turning to cross the enclosure. In general, the 
cold boundary layers behaved as though they were on a single flat 
plate while the hot wall boundary layers tended to be of constant 
thickness as indicated in Fig. 5. Some of the thinning is due to the 
constant wall flux on the hot wall, but most is apparently due to 
the reverse secondary flow. Similar effects have been noted by Wil­
son [5] on a single flat plate for heat fluxes sufficiently low that the 
hot wall was essentially isothermal. 

Temperature profiles were taken and the thermal inversion 
noted by others [5, 8, 10, 11, 12] and clarified by Elder, was also 
found. As in the experiments for the Newtonian fluids, the center-
line temperature gradient 

d_ . T -
dx {T„ -

T„ 
) 

was found to be a constant for the different fluids and different en­
closure aspect ratios over most of the enclosure height. The net 
heat transfer was correlated according to the Nu// = C Ra//* and 
is shown in Fig. 6. Those fluids which thin upon heating have a 
higher net heat transfer performance than do fluids which thicken 
upon heating. Part of the explanation for the reduced heat transfer 
lies in this abnormal behavior. The increase in consistency with in­
creasing temperature reduces the hot boundary layer velocity, 
causing a further increase in temperature, and the process con­
tinues until an equilibrium circulation is established with veloci­
ties close to those associated with Rayleigh numbers evaluated 
near TH- Furthermore, for the abnormal fluids used here the tem­
perature effect is more pronounced at lower strain rates, thus ag­
gravating the situation. On the cold side, the opposite tendency 
takes place, but since the effect of temperature upon the consis­
tency was less at high shear strain rates, the abnormal fluid effects 
were minimized. As a consequence, at the same vertical distance 
from the leading edge of the boundary layer and the same value of 
Ra//*, the abnormal hot velocities were 20 percent lower and the 
cold 2 percent higher than the normal fluid velocities. 

Table 1 lists the values of the constants C and the slopes b for 
the different fluids obtained by a linear regression analysis at 95 

_ _ ^ ^ _ , minimum Nu, for t^^ =10 

"" %,' 5 

'•6 2 - ° , „afci 2A 

L O G j R a / 

Fig. 6 Laminar heat transfer coefficients for non-Newtonian and Newto­
nian fluids 
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Table 1 Laminar heat transfer correlat ions 

Cfexper- &(eXper-
i m e n t a l ) i m e n t a i ) 
for b = -

n Pr„ * 2,n + 1 3n + 1 

Normal 0 . 7 5 - 0 . 9 6 2 0 . - 8 0 0 0 . 0 .396 0.955 
fluids 

Abnormal 0 . 1 - 0 . 7 1 4 0 . - 0 .269 0 .923 
fluids 240 ,000 . 

percent confidence. The 0.05 percent Carbopol behaved as a nor­
mal fluid in the first test, but upon mixing a new solution for the 
second test it behaved as an abnormal fluid as indicated in Fig. 6. 

The net heat transfer for all the fluids for all enclosure aspect 
ratios, is well correlated by this simple expression when the flow is 
laminar and these correlations appear to be reasonably insensitive 
to the different aspect ratios, unless of course the fluid state is 
near that of conduction as indicated in Fig. 6. 

Attempts to substantiate the effect of our hypothesis for the ab­
normal fluid by modifying the temperature at which the Ran* was 
evaluated were not successful. Using the measured temperature 
profiles, values of Ra#* were computed separately for the hot and 
the cold boundary layers and for the entire enclosure and were 
found to agree to within 1 percent. The effect of the increased con­
sistency of the hot boundary layer was compensated for by the in­
creased temperature drop found across this layer thus giving an in-
varient Ran*. It does not appear possible at this time to define a 
temperature at which a property evaluation would reconcile the 
normal and abnormal fluid results and we conclude that the con­
stants C(n) are different for the two classes of fluids. Fig. 6 also 

top 

Fig. 7 Turbulent temperature profiles in 0.05 percent Carbopol for H/W = 
10, at RaH* = 1.36 X 1010 

shows the results obtained in the same cell with H/W = 10 for a 
number of Newtonian fluids [12]. 

Turbu len t Heat Transfer . Complete turbulent tests were 
made only for the less viscous fluids since it proved impossible to 
create a fully turbulent enclosure flow without inducing boiling or 
creating such thick gel layers that the enclosure was completely 
choked with the more viscous fluids. Unfortunately j this eliminat­
ed all of the abnormal fluids from our tests and in general implies 
that turbulent heat transfer can be achieved only with very near 
Newtonian fluids. Average heat fluxes were from 600 to 4300 Btu/ 
hr-ft2 and average temperature differences from 23 to 90°F. 

No velocity profiles were measured for the turbulent flow, but 
the long chain molecules in concert with a shadowgraph system did 
permit the determination of the onset of turbulence and the point 
at which fully developed turbulence existed. Fully developed tur­
bulence was characterized by intense interaction between the fluid 
near the wall and that of the interior. The wall waves which had 
been sinuous in form were totally destroyed by this intense action 
and no regular motion was detectable. For the 0.05 and 0.04 per­
cent Carbopol (m = 6 and 2 X 10 - 3) , the onsets were at Ra«* of 1.8 
X 109 and 2 X 109, respectively. This compares reasonably well 
with Elder's estimate of 1.3 X 109 for water. Since the respective 
Prandtl numbers were 200 and 60 as compared to 5 for water it ap­
pears that the onset of turbulence is independent of Pr and of the 
non-Newtonian fluid behavior. 

Fig. 7 shows typical temperature profiles taken at various eleva­
tions in the enclosure. The two distinct boundary layers are readily 
apparent and the absence of the thermal inversion in the turbulent 
portion of the enclosure is easily seen. Shadowgraph observations 
of the core showed it to be quiescent with the only motion being 
that of several large particles which would rise to midchannel 
height at the edge of the hot boundary layer and then sink upon 
termination of the heating. None of the wave fronts, which were 
easily observed in both boundary layers, were ever seen to propa­
gate into the core. The dashed lines indicate the extremes of the 
temperature fluctuations due to turbulence. The laminar sublayer 
remained approximately constant in width. Similarly, the fluctua­
tions were damped out in the core and the width of the fluctuating 
region is seen to increase quickly as the fluid flows along the verti­
cal walls but it soon becomes quite constant over most of the en­
closure height. Even when the fluid was fully turbulent, the ther­
mal inversions illustrated on Fig. 7 were always readily apparent at 
the leading edge of both boundary layers. 

Attempts were made to correlate the net and local heat transfer 
results using the overall enclosure temperature differences and 
properties based upon the average enclosure temperature or upon 
a weighting of the hot and cold boundary layer temperatures in.the 
form 

Nu„ = C RaH*1/2"*» = C R a / / *
b 

which is based upon the standard turbulent free convection New­
tonian correlation of V3, but no correlations were possible. Local 
heat transfer coefficients were measured and except in the end re­
gions were found to be reasonably constant as Elder [3] and others 
[13] have reported for Newtonian fluids. Correlations were then 
made by evaluating a local generalized Rayleigh number based 
upon the local measured temperature difference across the bound­
ary layer, and the properties evaluated at the local average bound­
ary layer temperature and the results are shown in Fig. 8. Also 
shown is the correlation for turbulent data of Newtonian fluids 
taken in the same cell. Neither local nor average measurements 
were able to explain the increased non-Newtonian heat transfer 
when compared to the Newtonian data. Table 2 lists values of the 
constant C and the slope b for the individual boundary layers and 
for the combined data; similar values are reported for some Newto­
nian fluids and the general agreement between the Newtonian and 
non-Newtonian values is good. For the different wall heat fluxes, 
the value of Ran* based upon the average enclosure properties and 
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Fig. 8 Local turbulent heat transfer coefficients for 0.05 and 0.04 percent 
Carbopol as compared to average Newtonian data (Reference [12]) 

Table 2 Turbulent heat transfer correlation 

C(exper-
imental) X n t e l ' ) 
for 6 = -

n Pr f /* In + 1 2n + 1 
Hot 0.9-0.95 12-23 0.083 0.935 

boundary 
layer 

Cold 0.9-0.95 18-27 0.096 1.088 
boundary 
layer 

Combined 0.9-0.95 13-26 0.089 0.981 
data 

the overall temperature difference was compared to the local 
values measured along the vertical surfaces and this average value 
was found to be less than 25 percent of the average surface value in 
turbulent flow, whereas it was equal to the average for the laminar 
flow. Consequently, the turbulent net heat transfer cannot be cor­
related by using values of Ra//* based upon the average enclosure 
properties. 

Fluctuation measurements in the cold and hot boundary layers 
were also made to determine the power spectrum of the turbulent 
temperature. Although the magnitudes were considerably different 
from the values reported by Elder, the shape of the curve was very 
similar, indicating that there is no substantial difference between 

the turbulent characteristics of Newtonian and non-Newtonian 
fluids. 

S u m m a r y 
The qualitative agreement between the Newtonian and the non-

Newtonian fluid evidenced by their local velocity and temperature 
profiles, turbulent power spectra and local and overall heat trans­
fer reveals that for both the laminar and turbulent flow of power 
law fluid, available Newtonian heat transfer correlations can be 
used to predict the non-Newtonian fluid behavior. However, the 
sparsity of turbulent non-Newtonian data leaves the specification 
of the onset of turbulence in doubt. 
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An Experimental Study of Low Prandtl 
Number Natural Convection in an 
Array of Uniformly Heated Vertical ' 
Cylinders 
An experimental program was conducted to study natural convection heat transfer in an 
array of uniformly heated vertical cylinders in mercury. The cylinders were arranged in 
an equilateral triangular pattern, and three bundle spacings, P/D = 1.5, 1.3, and 1.1, 
were studied. The heat transfer results are presented as local Nusselt number—modified 
Grashof number correlations. The results indicate a strong dependence on cylinder spac­
ing and the somewhat lesser effects of heat flux and circumferential position. In addi­
tion, mean radial temperature profiles were recorded for various conditions as well as 
the fluctuations in the fluid temperatures which were encountered. The influence of cyl­
inder spacing and axial, radial, and circumferential position on these profiles and dis­
turbances is discussed. 

I n t r o d u c t i o n 

The topic of natural convection in low Prandtl number fluids 
has received considerable attention in recent years as liquid metal-
cooling is finding increasing applications. Because of its relative 
simplicity, the geometry which has been most widely studied is the 
vertical flat plate. Sparrow and Gregg [10]1 extended the similarity 
solutions for the isothermal vertical surface to Prandtl numbers in 
the liquid metal range. Later, Sparrow and Guinle [11] studied the 
effects of transverse pressure gradient and streamwise second de­
rivatives for the isothermal case at low Prandtl numbers. Chang, et 
al. [1] performed a perturbation analysis for the uniform heat flux 
condition and obtained results for Prandtl numbers of 0.03 and 
0.1. An experimental investigation of the constant heat flux sur­
face in mercury was carried out by Julian and Akins [5], Their re­
sults were in agreement with the previous analytical work. 

Other vertical geometries have also been studied for natural con­
vection in the low Prandtl number range. Nagendra, et al. [7] uti­
lized a local similarity technique to study the uniformly heated 
vertical cylinder. Numerical solutions for Prandtl numbers 0.01, 
0.1, 0.733, and 5 were computed. Wiles and Welty [12] carried out 
experiments in mercury for the same situation. Their results dif-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the Journal 

of Heat Transfer. Manuscript received by the Heat Transfer Division Feb­
ruary 10,1975. Paper No. 75-HT-AAA. 

fered significantly from the analysis of Nagendra. The vertical par­
allel plate channel has also been studied. Quintiere and Mueller [8] 
analyzed this situation for various boundary conditions by linear­
izing the governing equations and then integrating them with the 
aid of Laplace transforms. Solutions were presented for Pr = 0.01, 
0.7, and 10. Colwell and Welty [2] experimentally investigated the 
uniformly heated channel in mercury for the two cases of: (1) sym­
metric heating on the two walls and (2) one wall heated and the 
other insulated. For the low Grashof number range they obtained 
much higher Nusselt numbers than those predicted by the analysis 
of Quintiere and Mueller [8]. Their results also indicate the exis­
tence of an optimum plate spacing for which the channel is most 
thermally efficient. 

Another geometry of practical importance, especially in relation 
to nuclear reactors, is the vertical rod bundle. However, very little 
work has been done for natural convection in this specialized ge­
ometry, and none for low Prandtl number fluids. Davis and Perona 
[3] analytically and experimentally investigated the development 
of free convection flow through a tube bundle with equilateral tri­
angular spacing. The numerical solution implicitly assumed cir­
cumferential symmetry and results were obtained for Pr = 0.7. 
The experiments were carried out in air, and the heat transfer re­
sults agreed fairly well with the analysis, although the flow rate 
measurements did not. This configuration is also the one investi­
gated here, with the imposed boundary condition being that of 
symmetric and uniform heating of the rods. Although presentation 
of the results of this study in the form used by Davis and Perona 
[3] would be convenient for purposes of comparison, it was not 
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possible since they correlated their heat transfer results with a 
modified Graetz number which requires knowledge of inlet veloci­
ty conditions. 

E x p e r i m e n t a l A p p a r a t u s 
A view of the test section and coordinate definitions used in this 

investigation are shown in Fig. 1. As shown, the flow channels in 
the rod bundle geometry with equilateral triangular spacing are 
characterized by irregularly shaped symmetry units which repeat 
every 30 deg around the circumference of a rod. All measurements 
reported here were obtained in two such units adjacent to the cen­
ter cylinder of the bundle (as shown in Fig. 1). 

The test section consisted of seven heated cylinders with 1.365 
in. (0.0347 m) mean OD and 3.825 in. (0.0972 m) heated length. A 
cylindrical acrylic enclosure was placed around the seven pin bun­
dle for each spacing tested. The purpose of this enclosure was to 
prevent side leakage and entrainment of cool mercury from the re­
gion adjacent to the test section. Half cylinders were attached to 
the inside surface of the enclosure in positions corresponding to 
the next layer of rods in an infinite bundle. Although these acrylic 
half cylinders were unheated, and hence did not add to the ther­
mal symmetry of the test section, their presence did help to main­
tain the flow characteristics of an infinite array. In addition, a 
number of rectangular slots were cut around the upper periphery 
of the tube to allow mercury heated in the test section to circulate 
freely to the ambient pool. 

Data were obtained in the region adjacent to the center cylinder, 
which was surrounded by the six neighboring heated cylinders as 
shown in Fig. 1. Additional layers of heated cylinders outside those 
employed in this work are believed to influence conditions in the 
region close to the central cylinder a negligible amount, particular­
ly with the relatively tight spacings used. Additionally, from radial 
temperature profiles (both those presented here and in [4]), it may 
be seen that radial gradients vanish at the outer edges of the units 
of symmetry—further suggesting that the test section adequately 
models an infinite array. 

The heated cylinders were constructed by attaching an electrical 
heating unit to a core machined from acrylic rod. The heater ele­
ments consisted of a chemically etched 0.001 in. (2.54 X 10~5 m) 
thick nichrome foil bonded on both sides to fiberglass-reinforced 
silicone rubber insulation. The heater units were placed on the 
lower section of the 10 in. (0.254 m) long cores and wrapped tightly 
with two-sided mylar tape to hold them to the cores. Cylindrical 

steel cover plates (2.54 X 10~4 m thickness), exactly the size of the 
heaters, were then pressed onto the tape by means of a tightening 
jig. The finished diameter of the heated sections closely matched 
that of the upper section of the acrylic cores. 

The 3.825 in. (0.0972 m) heated length of the completed cylin­
ders resulted in maximum local modified Grashof numbers on the 
order of Gr** = 1010. This spanned the laminar range which was 
the regime of interest. The 10 in. (0.254 m) total length placed the 
heated sections approximately midway between the bottom of the 
mercury tank and the upper free mercury surface, in order to mini­
mize the effects of these surfaces. 

The combined area of the flow slots exceeded, in all cases, the 
total flow area in the test section. Thus, the unheated upper por­
tion of the test section is believed to have negligible effect on the 
results obtained in the lower, heated region. 

Temperatures were measured by means of a specially-shaped 
thermocouple probe frame. A length of 0.012 in. (3.05 X 10~4 m) 
dia support wire was stretched across the open side of the frame 
and a subminiature thermocouple was attached to this support 
wire. Near the thermocouple juction a gradual 90 deg bend was 
made so that the junction projected approximately 0.080 in. (2.03 
X 10 - 3 m) from the wire. The thermocouple consisted of 0.001 in. 
(2.54 X 10 - 5 m) dia iron and constantan wires contained inside a 
0.010 in. (2.54 X 10 - 4 m) dia stainless steel sheath and insulated 
from the sheath and each other by means of a refractory material. 
The iron and constantan wires were brought together in a ground­
ed weld bead at the probe tip. The extremely small size of the re­
sulting junction allowed essentially point temperatures to be re­
corded. 

The thermocouple probe was fastened to an x-y positioning 
mechanism which, in turn, was clamped to a table which rotated 
about the axis of the central cylinder of the bundle. The combina­
tion of the rotating table and the traversing mechanism provided 
the axial, radial, and circumferential probe movements necessary 
to completely characterize the three-dimensional temperature 
field of this geometry. Surface temperatures, To, were measured 
by positioning the probe at the desired axial and circumferential 
positions and then moving it radially inward until it contacted the 
heater surface. Vernier scales on the positioning device allowed 
axial and radial probe locations to be determined to within ±0.001 
in. (±2.54 X 10 - 5 m); the addition of a dial gauge improved the 
radial positioning tolerance to ±0.0001 in. (±2.54 x 10" 6 m). 

The mercury was contained in a 12 X 12 X 16 in. (0.305 X 0.305 
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Fig. 1 Test section and coordinate axis definitions 

X 0.406 m) deep stainless steel tank. This tank was surrounded by 
a sheet metal water bath box and outside of this was a plywood box 
filled with vermiculite insulation. Cooling coils were placed in the 
water bath to remove the heat generated in the test section. A 1 
kW controller-stirrer and two auxiliary stirrers aided in maintain­
ing the bath at a constant temperature. With this thermal control 
equipment, the ambient mercury temperature, which was mea­
sured approximately 2 in. (0.0508 m) below the leading edge of the 
test section, was typically maintained at a steady temperature to 
within ±0.05°F (±0.028°K). 

Power was supplied to the heated cylinders with a 10.5 kW regu­
lated d-c power supply. Since the heaters were closely matched in 
resistance a simple parallel wiring circuit worked well for obtaining 
equal heat fluxes on each of the seven heated rods. For all cases 
the power dissipated by the individual cylinders varied by less 
than ±0.8 percent. 

Procedure 
Three basic types of data were recorded: heat transfer, mean ra­

dial temperature profiles, and temperature fluctuations. For the 
heat transfer results, the specification of the local Nusselt and 
modified Grashof numbers required the measurement of: the heat 
flux, qt which was accomplished electrically; the axial distance 
from the leading edge, x; and the surface and ambient tempera­
tures, To and T„. The fluid properties were evaluated at the mean 
film temperature, 0.5[To(x) + T„], using the expressions suggest­
ed by Sparrow and Gregg [9] for mercury. 
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x q-1500 Blu/hr-ft2(4730 WAn2) 

a q»2250 (7090) 

oq-3000 (9460) 

10* ' K^ ' i()B ' 10TO" 
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Fig. 2 Local heat transfer results for P/D = 1.5, 0 deg circumferential po­
sition 

The mean radial profiles were obtained by recording the fluid 
temperatures at various axial and circumferential locations ex­
tending from the cylinder wall to the outer edge of the symmetry 
unit. The time-averaging technique involved finding the mean of 
the thermocouple output readings recorded at 5 s intervals for a 
period of 180 s. Since the fluctuations were of relatively low fre­
quency, this method was adequate. 

Recordings of the temperature disturbances were obtained with 
a strip chart thermocouple plotter. The disturbance plots were 
generally taken at six radial locations for a given profile for periods 
of 150 s each. 

Further information concerning the equipment and procedure 
may be found in [4]. 

Heat Transfer Results 
The data were gathered for three rod bundle spacings: P/D = 

1.5, 1.3, and 1.1 where P/D is the array pitch-to-diameter ratio. 
The lowest value tested is typical of the fuel rod spacing proposed 
for the liquid metal-cooled fast breeder reactors although the di­
ameter of the fuel rods is much smaller (6.35 X 10~3-1.27 X 10~2 

m) than the diameter of the cylinders used in this investigation. 
The heat transfer results for the three arrays at the 0 deg cir­

cumferential position are presented in Figs. 2, 3, and 4. One obser­
vation of interest is that for a given array, there is a perceptible 
separation of the Nu* — Gr** results according to heat flux level, 
indicating that there is another parameter besides these two of im­
portance for this situation. This result was not entirely unexpected 
as the tube bundle heat transfer results of Davis and Perona [3] for 
air also show a parametric dependence on a dimensionless flow 
rate F', for a given P/D. The large Grashof number behavior for 
P/D = 1.1 (Fig. 4) is that portrayed by the numerical results of 
Davis and Perona. For large axial distances from the leading edge, 
as the Nusselt number approaches its fully-developed asymptotic 
value, their heat transfer results are also higher for higher heat 
fluxes (low F'). 

Over the Grashof number range studied, the maximum devia-
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tion between the correlations for the various heat fluxes used for 
each bundle were found to be 12 percent for P/D = 1.5, 10.4 per­
cent for P/D = 1.3, and 9.9 percent for P/D - 1.1. Therefore the 
effect of heating rate is not extreme and, without losing much gen-
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erality, heat flux-averaged correlations for the data in Figs. 2-4 
may be developed. The resulting least squares equations are given 
in the following and are plotted in Fig. 5 along with the single cyl­
inder (P/D = <») results of Wiles and Welty [12] for their interme­
diate cylinder size (D = 0.0344 m). 

P/D •• : N U l = 0.217(G r i*)0189 , R2 = 0.995 (1) 

P/D = 1.5: Nil* = 0.305(Grx*)0165, R2 = 0.997 (2) 

P/D = 1.3: Nu t = 0.439(G r i*)0147, R2 = 0.995 (3) 

P/D = 1.1: Nil* = O^SlGr**)0 1 0 3 , R2 = 0.976 (4) 

The influence of the cylinder spacing is evident from Fig. 5. As 
the pitch is decreased from infinity, the Nusselt number increases 
in the low Grashof number range, decreases in the upper range, 
and in the range of Grx* from about 107-108,it is relatively inde­
pendent of the spacing. The magnitude of this effect is large. For 
Grx* = 105 the Nusselt number for the P/D — 1.1 bundle is 54 per­
cent higher than that for the single cylinder while at Gr.v* = 1010 

the cylinder Nusselt number is higher than that for P/D = 1.1 by 
75 percent. Of particular importance is the large change in the heat 
transfer results which occurs between P/D = 1.3 and 1.1. Appar­
ently, as the spacing between the rods is made very small, the 
characteristics of the natural convection flow are rather drastically 
altered. More will be said about this in relation to the temperature 
disturbances and mean profiles. 

The intersecting nature of the results of Fig. 5 is somewhat dif­
ferent than the vertical parallel plate channel results reported by 
Colwell and Welty [2j. They found that as the channel width was 
reduced, the Nusselt numbers increased over essentially the entire 
Grashof number range investigated here. By calculating a circum-
ferentially-averaged spacing between the cylinders for the three 
bundles used in this investigation, an average "aspect ratio" simi­
lar to that defined by Colwell and Welty [2] can be formed as the 
heated length-to-spacing ratio. The maximum deviation between 

Fig. 3 Local heat transfer results (or P/D = 1.3, 0 deg circumferential po­
sition 
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Fig. 5 Heat flux averaged correlations of experimental data for P/D = 
Fig. 4 Local heat transfer results for P/D = 1.1, 0 deg circumferential po- 1.5, 1.3, and 1.1 at 0 deg circumferential position; single cylinder results 
sition from [12] 
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the array results and the channel results for equal values of this 
ratio was found to be less than 14 percent. Thus for engineering 
purposes, it appears that the parallel plate channel results may be 
applied to the cylinder array situation for the corresponding aver­
age aspect ratio. However, this conclusion applies only for the 
comparatively large diameter cylinders used in this study, for 
which the effect of curvature on heat transfer is small. It should 
also be pointed out that the array results presented in Fig. 5 are for 
the 0 deg circumferential position. For cases in which the circum­
ferential dependence is large, the agreement between the bundle 
results and the channel results is much poorer. 

The influence of circumferential position on the heat transfer 
results was investigated by averaging data obtained at correspond­
ing angular positions (0 = 0, 10, 20, 30 deg) in two adjacent symme­
try units. The results show that for P/D = 1.5 and 1.3 the circum­
ferential effect is small while for P/D = 1.1 (Fig. 6) it is quite sig­
nificant. For P/D = 1.5, the average circumferential variation in 
the Nusselt number at a given axial location is ± 2.6 percent, and 
for P/D = 1.3 it is ±4.1 percent. For P/D = 1.1, on the other hand, 
values of the Nusselt number decrease steadily as the circumferen­
tial position is varied from 0 to 30 deg, and the average difference 
between the Nusselt numbers for 0 = 0 deg and 8 = 30 deg is over 
20 percent. This trend for P/D = 1.1 is the one expected. The 0 deg 
location is furthest from an adjacent cylinder, while the 30 deg po­
sition is the location of nearest approach. Therefore the surface 
temperatures for the constant flux case are expected to increase 
and the Nusselt numbers decrease as the circumferential angle is 
varied from 0 to 30 deg. What was not expected was the large 
change in the magnitude of the circumferential effect between P/D 
= 1.3 and 1.1. 

The significance of these circumferential results is that for P/D 
= 1.5 and 1.3, the local heat transfer results given previously for 
the 0 deg position [equations (2) and (3)] apply equally well for all 
angular locations. However, because of the large circumferential 
dependence for P/D = 1.1, equation (4) applies well only at the 0 
deg location. To account for this dependence, a correction factor 
was developed. This was done by noting that the local heat trans­
fer data for the four angular positions all have approximately the 
same slope (±3 percent). Therefore, in the power law correlations, 
Nux = C(Grx*)n, the circumferential position strongly affects only 
the coefficient, C, while the exponent, n, is relatively independent 
of 0. By finding the least squares relationship for C as a function of 
0, it was found that the results presented in Fig. 6 for P/D = 1.1 
are well represented by the following equation: 

P/D = 1.1: Nu, = 0.954 (1 - 0.4080) (Gr**)0-0981 (5) 

0 in radians 

Although the circumferential correction factor, 

f(B) = (1 - 0.4089), 0 in radians, (6) 

was obtained for a specific heat flux, it is felt that it may also be 
applied to the P/D = 1.1 correlations for other heat fluxes; in par­
ticular to equation (4), which is the heat flux-averaged correlation. 

For calculating average wall-ambient temperature differences 
for the constant heat flux case, rod-average heat transfer correla­
tions are of value. For the two wider arrays, P/D = 1.5 and 1.3, the 
heat transfer results are essentially axisymmetric, and the rod-av­
erage results are obtained simply as axial averages of the local re­
sults. For P/D = 1.1, however, the circumferential dependence of 
the local results requires that the rod-average results be obtained 
by a circumferential as well as an axial integration. The results are 
given in the following along with the single cylinder results of 
Wiles and Welty [12] for comparison: 

P/D = «: N ^ = 0.287(GrL*)0-189 (7) 

P/D = 1.5: Nu7 = 0.462(GrL*)0-165 (8) 

P/D = 1.3: Nul = 0.747(GrL*)0147 (9) 

P/D = 1.1: S i = 1.95 (GrL*)0 1 0 3 (10) 

T e m p e r a t u r e F i e l d C h a r a c t e r i s t i c s 
In order to better understand this free convection rod bundle 

flow, the characteristics of the fluid temperature field were also 
studied. Mean radial profiles and temperature disturbance record­
ings were obtained for the three bundles at three axial locations 
corresponding to Grx* = 106, 108, and 1010 and at 0 = 0, 10, 20, and 
30 deg. 

The profiles for P/D = 1.1 are shown in Fig. 7. Increasing the 
axial position (Grx*) clearly results in increased thermal stratifica­
tion in the midchannel region which is to be expected for this de­
veloping channel flow situation. The profiles also show a signifi­
cant dependence on circumferential position, and the trend is 
again the expected one: as the angle is increased from 0 to 30 deg, 
higher fluid temperatures result. The results for P/D = 1.5 and 1.3 
are similar although the axial development and circumferential de­
pendence of the profiles for these arrays are not as pronounced. In 
fact the temperature profiles for P/D = 1.5 are approximately axi­
symmetric. Hence, the results presented here for mercury indicate 
that the assumption of axisymmetry, as made in the numerical 
analysis of Davis and Perona [3] for air, is only valid for bundles 
with relatively wide spacing. 

The disturbance recordings for the single cylinder and the three 
arrays at three axial locations corresponding to Gr** = 106, 108, 
and 1010 are shown in Fig. 8. Since the influence of angular posi­
tion on the fluctuations was not appreciable, all of the recordings 
presented are for the 0 deg position. The radial position for the 
plots of Fig. 8 was y = 0.150 in. (3.81 X 10 - 3 m) which was found to 
be the approximate location for maximum disturbances. It was 
also found that the amplitude of the fluctuations decreased very 
little as the cylinder surface was approached from this region of 
maximum disturbances. This observation is in good agreement 
with the stability analysis of Knowles and Gebhart [6] for the zero 
thermal capacity, uniform flux flat plate. 

The effect of cylinder spacing on the fluctuations is of interest. 
For the single cylinder the disturbances are of negligible amplitude 
and no characteristic frequency can be discerned. However, for the 
widest array, P/D = 1.5, relatively large amplitudes and frequen-
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Fig, 6 Variation oi heat transfer results with circumferential position for 
P/D = 1.1, q = 1500 Btu/hr-ft2 (4730 W/m2) 
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T-Jm 

Fig. 7 Dimensionless mean radial temperature profiles for P/D = 1.1, q = 
3000 Btu/hr-ft2 (9460 W/m2) 

Grjf-106 

Gr*.108 

Fig. 8 Temperature disturbances for single cylinder, P/D = 1.S, 1.3, and 
1.1 at Grx* = 106, 108, and 1010, y = 0.150 in. (3.81 X 10~3 m), q = 3000 
Btu/hr-ft2 (9460 W/m2) 

cies are encountered. As the spacing is reduced still further, the 
amplitudes and frequencies decrease until for P/D = 1.1 they are 
again negligible. 

The smoothness of the disturbance plots for the single cylinder 
indicates that the flow is laminar and stable. For the larger pitch-
to-diameter ratio bundles, the characteristics of the buoyant flow 
would not seem to be too different from those for the single verti­
cal surface except for the destabilizing influence caused by the 
merging of multiple boundary-layers. For P/D = 1.5, the regime is 
thought to be the unstable laminar one. As shown in Fig. 8, there is 
an appreciable amount of streamwise amplification, and the fre­
quency which first appears is soon overtaken by higher frequen­
cies. For P/D = 1.3, the situation is similar to that for P/D = 1.5 
except that the amplification and shift to higher frequencies are 
much less pronounced. It appears that the effects of the confine­
ment of the flow, in particular the viscous interaction, hinders the 
amplification of frequency components which were more highly 
amplified for P/D = 1.5. Finally, for P/D = 1.1 the disturbance 
plots suggest a stable, laminar flow as for the cylinder. It is felt 
that since the effects of the confining boundaries are so strong for 
this case, the flow is probably close in nature to a forced convec­
tion internal flow. Since the Reynolds number would be too small 
to support any instabilities, they are damped out. 

C o n c l u s i o n s 
The results of an experimental investigation concerning the heat 

transfer and temperature field characteristics for free convection 
in a uniformly heated rod bundle have been presented. Although 

all of the possible parameters (such as cylinder diameter and heat­
ed length) were not varied, the effects of several of the important 
variables were investigated: heat flux, cylinder spacing, and axial, 
radial, and circumferential positions. Also, the experiments were 
carried out only in mercury. However, it is known that in the low 
Prandtl number limit, natural convection heat transfer results are 
well represented by correlations involving the GrJt*-Pr2 product 
which is independent of viscosity, [Grx*-Pr2 = (g(]qx4/ka2)]. Thus 
it is expected that by recasting the correlations presented here in 
the inviscid form (PrHg = 0.023): 

Nu* =Nu I (Gr I *-Pr 2 
(11) 

they will be approximately valid throughout the liquid metal 
range. 
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Thermal Stability of Binary Gas 

Mixtures in a Porous Medium1 

Thermal instability of a thin horizontal layer of binary gas mixture subject to an adverse 
temperature gradient in a porous medium is experimentally determined by applying the 
Schmidt-Milverton principle for detecting the onset of convectiue currents. The binary 
gas mixture consists of helium and nitrogen gases at various composition, while a packed 
bed of tiny steel balls constitutes the porous medium. It is disclosed that the critical 
Rayleigh number for pure gas is lowered by the presence of another species of different 
molecular weight and has a minimum value at a certain composition of the binary mix­
ture. 

I n t r o d u c t i o n 

Since the early works of Bernard [l]2 and Rayleigh [2] consider­
able efforts have been directed toward the investigation of the 
mechanisms of numerous thermal instability problems in fluid 
layers. Chandrasekhar [3] has summarized important knowledge 
pertinent to hydrodynamic and hydromagnetic instability. 

In contrast with the availability of extensive literature on the ef­
fects of forces including gravity on the stability of a fluid layer, 
only a few works have been done on the stability of fluid-saturated 
porous media. By employing the modified Darcy's equations and 
the energy balance equation, Lapwood [4] has analyzed thermal 
stability of a fluid contained in a porous medium heated from 
below. The critical Rayleigh number for the onset of convective 
motion in the porous medium was found to be 39.5. Experimental 
studies were performed by Morrison, et al. [5], Elder [6], and Katto 
and Masuoka [7]. Nield [8] and Wankat and Scholwalter [9] have 
studied thermohaline convection in porous media and found re­
sults analogous to those of pure fluid layers. Lawson and Yang [10] 
have analytically investigated the stability of a layer of binary gas 
mixture heated from below. 

The present work is to experimentally determine the onset of 
thermal instability in a layer of helium-nitrogen gas mixture heat­
ed from below in a packed bed of tiny steel balls. The Schmidt-
Milverton principle is applied to determine the critical Rayleigh 
number. The composition of the binary gas mixture is varied. 

1 The work was supported by a financial aid from the H. H. Rackham 
School of Graduate Studies, The University of Michigan, Ann Arbor, Michi­
gan, for which the authors wish to express their appreciation. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division February 20,1974. Paper No. 75-HT-HH. 

E x p e r i m e n t a l A p p a r a t u s And P r o c e d u r e 
An apparatus was constructed so that the Schmidt-Milverton 

principle for the detection of the onset of instability could be used. 
The following are the basic specifications for the design of the sys­
tem: 

1 Since high pressure is to be used reference [7], the system 
must be sufficiently rigid to ensure safety. 

2 The porous medium must be thin enough so that thermal 
diffusion could attain steady state in a reasonably short time. 

3 The temperature of the upper boundary of the medium is to 
be kept constant while that of the lower boundary is to be 
adjustable. 

4 The temperature is to be uniform over each boundary. 
5 The vertical wall bounding the medium is to be made from 

an insulating material. 
6 There is to be no leakage of gas. 

Compared with ordinary horizontal fluid layer, it is not easy to ini­
tiate convection in a porous medium. The use of thin porous medi­
um requires high temperature difference. To keep the temperature 
difference AT low and thereby avoid drastic changes in thermo-
physical properties, high pressure is utilized. This in turn requires 
somewhat rigid system which, with the satisfaction of the other 
conditions enumerated above, is depicted schematically in Figs. 1 
and 2. It is designed to stand 136 atm of gas pressure, while the 
highest gas pressure in the present study is about 102 atm. 

The porous medium consists of a layer of steel balls 0.101 cm in 
diameter. These are randomly packed in a space 10.16 cm in diam­
eter, cut through a circular sheet of plexiglass 1.143 cm thick and 
22.86 cm OD. It is press-fit into a brass ring to achieve high load 
carrying capacity. The plexiglass provided considerable insulation 
so that heat flow through the vertical boundary is negligible. The 
steel balls are retained below by a copper disk 13.21 cm in diame­
ter and 0.635 cm in thickness. A circular sheet of asbestos, 0.0675 
cm thick is sandwiched between this copper disk and a brass disk 
0.159 cm thick, thus forming a heat flowmeter. The temperature of 
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Cold Water Line 

To Drain 

Pressure Transducer 

Cooling 
Assembly (Steel) 

Copper Disc 

Porous Medium 
Asbestos Disc 

Heater Assembly 

Fig. 1 Diagram of experimental apparatus 

Test Section 

Fig. 2 Exploded v iew ot vertical cross section of test section 

the brass disk is taken by a copper-constantan thermocouple in­
serted at its center and the wires pass through a radial groove to 
the exterior. Next, below is an electric heater made from nickel-
chrome wire wound into narrow straight grooves which are cut in a 
circular sheet of asbestos 13.21 cm in diameter and 0.3175 cm 
thick. It is controlled by a variac and wattmeter. On the underside 
is an identical guard-heater. The upper boundary of the porous 
medium is made of copper disk 13.21 cm in diameter and 2.54 cm 
thick. It is cooled by cooling water flowing in a helical vertical slot 
above it. Since the cooling water, being from a municipal water 
supply line, is at low pressure, it is necessary to make it fairly thick 
to prevent its distorting upward. The spiral slot is silver-soldered 
into a cylindrical hole cut into solid steel cylinder, 20.32 cm in 
outer diameter and 4.763 cm high. The spiral slot prevents water 
from stagnating anywhere in the cooling section. The entire system 
aforementioned rests on steel disk, 20.32 cm in diameter. Both the 
steel cylinder and disk have eight holes equally spaced through 
which 1.905 cm bolts are passed. They are threaded at either end 
with nuts and tightened to secure air-tight fit between the parts. 
There are six copper-constantan thermocouples used to measure 
temperatures of six surfaces: the upper and lower surfaces of the 
cooling copper disk; the upper surface of the lower copper disk; the 
upper and lower surfaces of the asbestos plate and the lower side 
of the heater. The thermocouple outputs were read on potentiome­
ter with the accuracy of 0.01 mV. The gases used are high purity 
nitrogen and helium which are supplied from high-pressure cylin­
ders and let into the porous medium via two control valves and a 
calibrated pressure transducer. The pressure transducer is con­
nected to a Wheatstone-bridge arrangement and its output is read 
on type 205, model B oscilloscope. 

Before filling the porous medium with gas, the cooling water is 
shut off and the entire system allowed to attain atmospheric tem­
perature. The gas is then slowly flowed in until the desired pres­
sure is attained. The temperatures of the boundaries of the porous 

medium are then read. These are essential for accuracy estimation 
of the results. Power is supplied to the heater and with cooling 
water flowing through the cooling section, the apparatus is brought 
to steady-state condition. The temperature variation of the upper 
boundary of the porous medium is found to be less than 0.278°C 
during the course of obtaining each set of data. The temperature of 
the lower boundary is recorded with time so that when its varia­
tion becomes negligible, an extra time of one hour is allowed at 
which point steady state is assumed attained. The power input is 
progressively increased in steps of about 1 W and the variation in 
pressure is noted each time. A measure of the apparent thermal 
conductivity of the porous layer saturated with the binary gas mix­
ture Ka is the ratio of the temperature drop across the asbestos 
plate AT„ to that across the porous layer AT. This ratio Ka is plot­
ted against the temperature drop across the porous layer, and 
onset of convection is readily indicated by the sudden deflection of 
the curve. Subsequent operations follow the aforementioned pro­
cedure except that the porous medium is flushed with nitrogen 
and then pumped out about five times. This ensures that no air is 
left in the system before it is charged. 

In computing the various dimensionless parameters, certain 
properties of the fluid and those of the fluid-porous medium com­
bination have to be distinguished. The porous medium itself con­
sists of several steel balls, 0.101 cm in diameter. These are chosen 
because they have almost perfect roundness and therefore enable 
accurate determination of the physical parameters of the medium. 
Near the horizontal boundaries, the porosity and permeability are 
locally modified by the presence of the walls. However, Katto and 
Masuoka [7] found that up to the d/h ratio used in the present 
study, the mean porosity and hence permeability are not apprecia­
bly affected by the presence of the walls. Here, h is the thickness 
of the porous layer and d is the diameter of the steel balls. Even 
higher d/h ratios do not seem to have complicated their results. 
The permeability of the medium k may be considered isotropic 
both in the theory and experiment and is evaluated from the semi-

• N o m e n c l a t u r e " 

C„ = 

K„ 

specific heat at constant pressure, 
J / ( kg -K) 

diameter of filling particles (steel 
balls), m 

gravitational acceleration, m/s 2 

vertical thickness of porous layer, 
m 

thermal conductivity of the porous 
layer saturated with binary gas 
mixture; Ka apparent value de­
fined as A Ta /A T 

permeability, m2 

Ra = Rayleigh number, defined as 
g/}h3AT/vtx; Rac, critical value 
defined as gfih3A Tc/va 

AT = temperature difference between 
upper and lower bounding 
plates, K; ATC, critical value 
for the onset of thermal instabil­
ity 

AT„ = temperature drop across asbestos 
plate,K 

a = special thermal diffusivity, de­
fined as km/(pCp)f, m2 /s 

P 

cubic expansion coefficient, \jK 
porosity 
kinematic viscosity, m2 /s 
density, kg/m3 

Subscripts 

/ = value of binary gas mixture 
m = value of porous medium-gas mix­

ture combination 
c = critical value, at the onset of ther­

mal instability 
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empirical Kozeny equation, references [It, 12], as 

k 
e-Y< f 

150 ( 1 - e)2 

where e is the porosity. The special thermal diffusivity a that fea­
tures in the Rayleigh number is the ratio of the thermal conductiv­
ity of porous layer saturated with the binary gas mixture Km to the 
thermal capacity of the gas mixture (pCp)f. As pointed out in refer­
ence [7], and also observed here, this can be up to twenty times the 
thermal diffusivity of the gas itself. For the mixture of helium and 
nitrogen, the thermal capacity is evaluated according to 

(PCP) = {pCt)^ + (pCp)He 

Here, pNi and pHe are the partial densities of nitrogen and heli­
um, respectively, which with the corresponding specific heats are 
determined at the appropriate partial pressures and average tem­
perature of the system. The thermal conductivity of porous medi­
um is greatly affected by the mechanical load on it, especially 
when the particles have high elasticity and thermal conductivity 
(Luikov, et al. [13]). It increases with the load. In the experiment, 
the tightening of the bolts put a sealing precompression on the 
steel balls. As the gas is introduced and the pressure increased, the 
precompression is decreased reducing the thermal conductivity of 
the medium. This is of no consequence, however, as the thermal 
conductivity is necessarily measured each time the experiment is 
carried out. The values corresponding to the sudden deflection in 
slope in Fig. 3 are used in evaluating the critical Rayleigh number. 
The viscous effects pv V2u at the walls can be proved to be negligi­
ble through the combination of Darcy's law —V2o = D and the no-
slip condition D = 0 at the walls, where 0 is the macroscopic veloci-

ty. 

Experimental Results 
The relative accuracy and functioning of the apparatus were 

checked by conducting four runs with pure nitrogen as the gas. 
The lower curve in Fig. 3 shows a typical experimental result 
which is the plot of the measured thermal conductivity versus tem­
perature drop across the porous layer. The average critical Ray­
leigh number was 39.2. This compares well with the theoretically 
predicted value of 39.5. Accordingly, it may be concluded that the 
functional accuracy of the apparatus is sufficient for this study. 

The upper curve in Fig. 3 is the experimental result for a mix­
ture of nitrogen and helium of equal proportions. The shape of the 

curve is typical of all the results for mixtures of various composi­
tions. The apparent thermal conductivity Ka remains virtually 
constant until some temperature difference is reached at which a 
further small increase in power input does not increase the tem­
perature difference appreciably while the apparent thermal con­
ductivity is sharply increased. Further increase in the temperature 
difference is accompanied by increase in the apparent thermal 
conductivity. The experiment was discontinued at a temperature 
difference short of 10° F because increasing it further is of no inter­
est, for the point of onset of convection has been well exceeded. 

The value of the temperature difference when the apparent 
thermal conductivity sharply rose, ATC, is used in computing the 
critical Rayleigh number. The experimental critical Rayleigh num­
bers for various compositions are plotted in Fig. 4. The uncertainty 
estimations for confidence limits on the mean of 95 percent are 
evaluated for the test data by the method of reference [14]. Experi-

0 0.2 0.4 0.6 0.8 1.0 
NITROGEN COMPOSITION 

Fig. 4 Critical Rayleigh number versus nitrogen composition 
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ments could not be carried out for mixtures with more helium than 
nitrogen because calculations showed that the temperature differ­
ences required are high enough to bring the temperature of the 
plexiglass close to its "distortion temperature," hence the safety of 
the apparatus cannot be guaranteed. A line is drawn through the 
data points. The broken-line portion is tentative and will be con­
firmed by theoretical study which is presently in progress. 

Fig. 4 shows that the critical Rayleigh number for the onset of 
thermal instability decreases from the value of 39.2 (or 39.5 by 
theory) due to the presence of another species of different molecu­
lar weight and has a minimum at a certain composition of the he­
lium-nitrogen mixture. 

Conclusions 
It is concluded from this study that the critical Rayleigh number 

for the onset of thermal instability in a horizontal layer of fluid 
subject to an adverse temperature gradient in a porous medium 
decreases in the presence of another species of different molecular 
weight and has a minimum at a certain composition of binary gas 
mixture. 
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The Modeling of a Thermosyphon 

Type Permafrost Protection Device 
One promising device for protection of permafrost is the concentric tube thermosyphon. 
In the winter, the difference in temperature between the annulus and the tube provides 
a buoyant driving force to move the air down the tube and up the annulus. The resultant 
heat transfer freezes and subcools the permafrost. The paper describes in detail the flow 
and heat transfer by solving the boundary layer equations for velocity and temperature 
considering conduction and radiation at the boundaries. The predicted thermosyphon 
performance is compared with experimental data. The results for heat removal rate are 
generally within 10-20 percent. 

I n t r o d u c t i o n 

Much of Alaskan and North Slope terrain is composed of perma­
frost which can reach depths of hundreds of meters [2].1 In about 
the southern half of Alaska, the top layer of a few tenths of a meter 
thickness melts in the summer. The lush vegetation acts as insula­
tion to prevent more excessive thawing. This obviously creates 
problems for projects such as roads, buildings, and pipelines where 
the top layer is destroyed during the construction process. This 
problem was anticipated in the design of the Trans-Alaska Pipe­
line [1]. Even though the pipeline will be elevated in the most un­
stable permafrost zones (about one half the length of the route), 
the destruction of the surface vegetation during construction dic­
tated a study of the various means of permafrost protection. The 
device described in this paper is being considered for future pipe­
lines and other construction activity in Alaska and Canada. 

The method of attack on the problem of permafrost protection 
is to consider devices that will ensure complete freezing and sub-
cooling of the permafrost in the winter. This subcooling might re­
sult in permafrost temperatures in the vicinity of pilings of 20°F 
(267°K) or lower instead of a normal 30 or 31°F (272 or 273°K). 
When summer arrives, this extra capacity for absorbing heat will 
tend to counteract the tendency for additional melting caused by 
the surface disturbance. 

One class of devices for permafrost protection is a thermosyphon 

1 Numbers in brackets designate References at end of paper. 
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1974. Journal manuscript received by the Heat Transfer Division March 24, 
1975. Paper No. 74-HT-46. 

type device called the air convection pile (or simply air pile). The 
air pile is very simple in concept and construction but quite effi­
cient in operation. Basically, it makes use of the 18-in. (0.457 m) 
dia pipe used for pilings. A smaller diameter tube (approximately 
10 in. (0.254 m)) is then inserted concentric with the larger pipe 
but about xk ft (0.15 m) shorter. (The piling lengths may be 15-60 
ft (4.57-18.3'm)). As shown in Fig. 1, a head is then placed on the 
device to prevent snow and rain accumulation. Various head con­
figurations were considered. In winter, the ground is warmer than 
the ambient air so the air in the annulus is heated by the ground, 
creating an unstable' situation. This air then rises up the annulus 
while the colder air in the tube tends to move to the bottom. A 
simple heat exchanger is thereby established and heat is continual­
ly removed from the ground surrounding the pile throughout the 
period of the year when the surface air is colder than the ground. 
In summer, the ground is colder than the surface air so that air in 
the air pile is cold and stable. The air pile then has shut itself off 
for the summer when no heat transfer is desired. The low cost and 
simplicity of construction of the air pile are advantages over other 
types of devices for permafrost protection (e.g., heat pipes). 

Air piles have undergone limited crude field tests and gross per­
formance tests in laboratories. The analytical results of this study 
were compared to experimental data collected by other investiga­
tors at Exxon Production Research Co. [3]. Their test apparatus 
consisted of a pit that could accommodate a 10 ft (3.05 m) long pile 
surrounded by a water jacket. The head and "above ground" por­
tion of the pile were enclosed in a refrigerated box. Since the cool­
ing of the water in the jacket was a relatively slow process, the de­
vice could be considered to be approximately in equilibrium over 
short time periods of data collection. The heat removal rate of the 
air pile for a given cold air temperature and "ground temperature" 
could be determined by measuring the change in temperature of 
the water bath. Other data collected consisted of a few axial tem­
peratures in the tube and annulus and a rough measurement with 
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Fig. 1 Air convection pile 

a velocity probe. Although detailed velocity and temperature pro­
file traverses would have been very helpful in the analytical study, 
these data were not taken by Exxon. 

While the air convection pile is a very simple device to construct 
and its principle of operation is easily understood, it is actually 
very complicated when examined in a fluid flow and heat transfer 
analysis. In the flow down the tube and up the annulus, the annu-
lus acts as a driver for the system since the buoyancy aids the flow. 
However, it is not a pure natural convective situation in the annu­
lus since the tube acts as a drag on the flow. That is, while the flow 
is in the category of combined forced and free convection, the case 
is actually one of hindered free convection. This type of convection 
has not been reported in the literature. The tube, on the other 
hand, is a case of forced and free convection with buoyancy oppos­

ing the flow since the air is "pulled" through the tube by the annu­
lus. 

The Analytical Method 
Heat transfer in the thermosyphon takes place by combined 

conduction thru the tube walls, radiation between the tubes, and 
mixed forced and free convection. Each mechanism will be dis­
cussed separately followed by a description of how they are com­
bined to provide an overall model of the thermosyphon system. 

(a) Mixed Forced and Free Convection. The basis of the 
analysis is that the flow within the pile (neglecting entrances, exits, 
and turns) can be adequately described by the boundary-layer 
equations. The basis for the choice of the boundary-layer equa­
tions to describe the flow is: 

1 It is assumed that the flow is boundary layer in character i.e., 
large velocity and temperature gradients normal to the stream and 
the primary pressure gradient in the direction of flow. 

2 The potential flow core between the developing boundary 
layers can easily be approximated by one-dimensional equations 
(i.e., boundary-layer equation outside the layer) since the displace­
ment thickness of the boundary layer increases slowly streamwise. 

3 The simplicity of solving only one system of equations to de­
scribe the flow. 

4 The parabolic form of the boundary layer equations allows 
the use of a streamwise marching method of solution. This feature 
allows for the inversion of one relatively small matrix at each 
streamwise station. 

The equations are: 

1 Continuity. 

pv + 
Hpv) a(pit) 

r dr 

Momentum. 

dit , du 

dr 3^ 
Energy. 

= 0 whe re p =f(T) only 

etH 
dlu 
dr2 

lint 
r dr 

'dr 
at . 
a A 

€ ) ( • 

dU 
dr2 

I dp 
p dz 

rdr 

Equations (l)-(3) are the boundary layer equations for axisym-
metric flow of an incompressible fluid. It should be noted that the 
equations account for the natural convection body force due to 
temperature difference (i.e., buoyant force) although the remain­
ing terms of the equations are for incompressible flow. The "g" 
term is for the component of the local acceleration of gravity in the 
axial direction. The ± associated with this term provides for up 
and down flow directions. The velocity terms are taken to be time 
average terms when the equations are applied to turbulent flow. 
The properties et and i are turbulent eddy properties that account 

. N o m e n c l a t u r e • 

AA.T.I = cross-sectional areas 
AK, BK, CK = coefficients of nodal energy 

equation 
AK,BK,CK —'coefficients of nodal mo­

mentum equation 
d = pile diameter 
D = diameter 
g = acceleration of gravity 

hijL = effective convection coeffi­
cient and length for the 
bottom of the pile 

Ki = dynamic head loss coeffi­
cient 

m = mass flow rate 
MA,T - mass of air in the annulus, 

tube 
P = static pressure 

Pj+i - p/p^z at station (j + 1) 

QB 

QwB 

IAB 

I P / , 

heat transfer in the pile bot­
tom 

calculated heat removal 
rate 

experimental heat removal 
rate 

heat removal rate calculat­
ed from measured veloc­
ity 

radial location measured 
from center line 

inner radius of flow channel 
outer radius of flow channel 
temperature 
temperature of the air as it 

leaves the tube 
temperature of pile wall at 

the bottom 

u = axial component of velocity 

VAM, VAC 

VTM, VTC 

shear velocity at the wall 
free stream velocity (poten­

tial flow) 
radial component of veloc­

ity 
measured and calculated 

velocities in the annulus 
measured and calculated 

velocities in the tube 
distance radially from the 

wall 
axial position 
kinematic viscosity 
turbulent eddy viscosity 
density 
thermal diffusivity 
turbulent eddy diffusivity 
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for the Reynolds shear stress and transport gradient in turbulent 
flow. For laminar flow, these properties are simply taken to be 
zero. 

The boundary conditions for the governing equations are as fol­
lows: 

u = v = 0 (a, r = r„ (outer wall position) 
u = v = 0 (a. r = n (inner wall position) 
iiu/nr = v = 0 (o r = 0 (tube flow center line) 
t = t„ & r = r„ (t0 = outer wall temperature) 
t = t, (a r = /', (t, = inner wall temperature) 
at/ar = 0 (a r = 0 (tube flow center line) 
u = constant (a z = 0, t = constant (a z = 0 
(z = 0 at the entrance to either the tube or annulus) 

The solution scheme generally followed that outlined by Davis 
[4] for laminar flows with several exceptions. Davis uses a transfor­
mation of variables to simplify the equations initially; this is im­
practical since the solution grid is also changed to some nonlinear 
function of real space which is incompatible with the grids for the 
solution of the entire problem. The other exceptions are the use of 
the annular configuration and the introduction of eddy viscosity 
and diffusivity properties to account for turbulent fluid behavior. 

The linear system of equations resulting from the finite differ­
ence approximation follow: 

4 Energy Nodal Equation. 
A.K ij + l, K + l + BK tj+i, K + CK tj+\, K-l = DK 

5 Momentum Nodal Equation. 

AK U /+I ,K+I + BK U;+I ,K + CK UJ+\,K-I + Pj+\ = Da 

The coefficients (AK, AK, BK, etc.) can be evaluated from the ge­
ometry and the previous streamwise calculations. These equations 
may be expressed as systems of algebraic equations in matrix form 
along with the boundary condition. Continuity was expressed in 
one-dimensional form, i.e., 

y ; r * • " ;+ ' . * _ "imet ,YQ- y,-2 

<f^ Ti*\,K 'Anlet 2 A r 

to give the additional equations necessary to solve the momentum 
equation for the unknown of velocity at each radial station and the 
pressure for the vertical station, Pj+i. 

The solution proceeded as follows: 
1 A flow of uniform temperature and velocity is assumed en­

tering the channel. 
2 The energy equation for the next streamwise station, j + 1, 

was solved based on the velocities of the previous stations. 
3 The energy and continuity equations were then solved for u 

and P at 0 + 1) using the previously calculated temperatures and 
the velocity, v, from the previous station, j . 

4 Using the new value of iij+i, VJ+\ was calculated using the 
continuity equation alone. 

5 All values of variables at j + 1 were assigned to j and a new 
forward step was made to j + 1. 

6 The solution proceeded stepwise in the axial direction until 
the calculations were complete. 

The first attempts at solving the problem included an elaborate 
eddy viscosity model based upon a mixing length analysis for the 
annular portion of the flow. Later experimental evidence, specifi­
cally streamwise temperature gradients, indicated that the annular 
flow was entirely laminar. The existence of this laminar flow is 
supported by the stabilizing effect of a body force (buoyant force) 
in the direction of the flow. In all the results to be reported, the 
flow in the annulus was considered laminar. 

The downflows in the tube with a buoyant force opposite to the 
flow direction when analyzed using the boundary-layer equations 
gave a flow reversal at the node adjacent to the wall. This reversal 
is easily explained since along the wall the fluid has very little mo­
mentum and the buoyant force is a maximum because this is also 
the location of highest fluid temperature. The buoyant force is suf­
ficient to completely stop, then reverse the flow adjacent to the 
wall. It is supposed that the net effect of this local flow reversal is 

to cause a general instability of the flow resulting in turbulence. 
Thus, it was assumed that the flow in the tube was turbulent. The 
flow reversal rendered the marching numerical technique inopera­
tive. Thus, it was necessary to drop the gravitational term from the 
governing equation used in the downflow in the tube. This devia­
tion from the real case may not be as great as it first appears since: 
(a) the major resistance to heat transfer in the thermosyphon is in 
the outer annular boundary layer, thus the importance of the tube 
analysis is diminished; (b) the turbulent behavior is recognized 
and accounted for using an eddy viscosity model; and (c) the tem­
perature gradient in the fluid in the tube is accounted for in deter­
mining the overall driving force of the thermosyphon (see Part 
(d)). 

The turbulent eddy viscosity model for the tube flow consisted 
of a boundary-layer type model in developing portions of the flow 
and a model for fully developed flows after the boundary layers 
converged at the center line. Specifically, the eddy viscosity in the 
developing boundary layers was described by the model due to Ce-
beci [5] for boundary layers in external flow. The model is a two 
layer model utilizing the spatially dependent law of the wall for the 
inner layer and an outer law of the wake model due to Clauser [6]. 
For the fully developed flows the model is given by Hinze [7]. The 
value of i was taken to be equal to et since the Prandtl number for 
air at the temperatures involved was near one. 

(b) Other Flows (Entrances , Exits , and Turns ) . The flows 
at entrances, exits, and at the upturn at the bottom of the thermo­
syphon were simply analyzed for pressure drop using loss factors 
for each situation which are commonly found in the literature. 

(c) Radiat ion Heat Transfer . The radiation heat transfer 
between the vertical tube and annulus elements was determined 
by invoking the usual assumptions of diffuse, gray interchange 
with uniform radiosity over each element. The annular ring view 
factors necessary for this analysis had not been previously given in 
the literature. These were derived by integration and flux algebra 
and published in reference [8]. 

(d) Overall Method of Solution. Basically, the program cal­
culates the heat transfer, temperature profiles, velocity profiles, 
and mass flow rate through the air convection pile. The input to 
the program consists of the outer pile wall temperatures, sur­
rounding air temperature, and an initial estimate of the mass flow 
rate of air. (It appears to be better to assume a high, rather than 
low, estimate for the initial mass flow rate.) The other input data 
consist of property and geometry information. 

The pressure drops through the head inlet are first calculated 
for the estimated mass flow rate. The program then makes initial 
estimates of the wall temperatures and calculates radiation view 
factors. Radiant heat fluxes are then calculated. A subroutine then 
performs an energy balance on the wall nodes considering conduc­
tion through and along the wall, radiant heat flows, and convective 
heat flows using an estimate of the air velocity immediately adja­
cent to the wall. This wall temperature matrix equation is then 
solved to provide new estimates of the wall temperatures. 

The fluid flow and convective heat transfer in the tube are next 
considered. The solution steps down the tube with usually 50 
nodes at each station. In this formulation, the pressure that is cal­
culated at each station does not include the contribution of the 
buoyancy to the pressure. This effect is considered later. Upon re­
turn to the main program, an equivalent flow coefficient (K factor) 
is calculated for the friction losses. The pressure drop in the turn is 
then calculated. 

The annulus convective analysis is similar to that of the tube. 
Also, the pressure that is obtained at each section includes the 
buoyancy contribution. Back in the main program, this part of the 
pressure is substracted out so that an equivalent friction K factor 
can again be calculated. 

The wall temperatures are then checked for agreement with the 
initial estimates and the program returns to calculate new radiant 
fluxes and convective heat transfer if needed. 

The pressure drop through the head outlet is next determined. 
Then, the total friction pressure drops are compared to difference 

384 / AUGUST 1975 Transactions of the ASME 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in weight per unit area of the two air columns. If the driving force 
does not equal the drag, then a new estimate of the mass flow rate 
is obtained from: 

2g{MT/AT- MA/A^n 

The program then transfers back to the point of the calculation of 
the radiant heat fluxes and the process is repeated until conver­
gence is obtained. The convergence criteria was that the pressure 
difference due to density variations in the two columns was within 
0.0001 lbf/ft2 (0.0048 Pa) of the friction pressure drop through the 
system. 

Improvements in the Analysis 
It was not known "a priori" whether the flow was laminar or tur­

bulent in either the tube or the annulus of the thermosyphon. 
However, heuristic arguments can be made that in mixed forced 
and free convection flows a buoyant force in the fluid near the wall 
in the direction of the flow (as in the annulus) has a stabilizing ef­
fect on the laminar flow condition. Conversely, when the buoyant 
force is the opposite direction of the flow the laminar stability is 
degraded. Initial calculations were made assuming either laminar 
or turbulent flow in the tube and the annulus. A comparison with 
experimental data for the annulus showed a good agreement in 
streamwise mean temperature slope for laminar flow and a very 
poor agreement for turbulent flow. Thus the flow in the annulus 
was taken to be laminar. A similar comparison showed that the 
flow in the tube was turbulent. 

Initial analysis did not include heat transfer from the bottom 
surface of the thermosyphon. The effect of this heat transfer may 
be seen in Figs. 7-8 as a step increase in temperature of the air as it 
turned upward from the tube into the annulus (at the minimum 
two experimental values plotted). It was discovered that these 
amounts of heat, although different for each set of experimental 
data, could be correlated by the equation 

hRL - QE 
*d(T, TA) 

This IIBL parameter was found to be approximately 5.15 Btu-ft/ 
hr-ft2-°F (8.91 W-m/m2 °K) for all runs independent of pile diam­
eter, velocity, and temperature difference. This value of hsL was 
therefore introduced into the program so that the computer could 
then calculate the heat transfer at the bottom by the foregoing 
equation for all conditions that might occur. 

Comparison of Calculations with Data 
Figs. 2-5 give typical velocity and temperature profiles in the 

annulus and tube. From the annulus velocity profiles in Fig. 2 it 
can be seen that the laminar boundary layers grow and accelerate 
near the walls by drawing fluid from the center of the stream. 
Eventually, in some runs, this presented a problem since if the mo­
mentum is not transferred to the center of the stream, then some 
center stream elements can become depleted of fluid and the pro­
gram predicts negative or downward velocities. Due to the step by 
step method used in the analysis, this negative velocity cannot be 
tolerated and the program begins to generate erroneous informa­
tion. This is, however, a physically possible flow configuration. 
Fortunately, this type of flow occurred only in a few cases and only 
near the end of the convergence scheme. If the convergent mass 
flow rate is always approached from the high side, then the conver­
gent heat flow and outlet temperatures can be obtained by extrap­
olation. The program will search for the nearest mass flow rate 
within 5 lb/hr (6.3 X 10 - 4 Kg/s) where no negative velocities are 
predicted. The program then stops executing and the residual 
pressure can be extrapolated to zero. 

Fig. 6 shows the streamwise temperature profile for an omnidi­
rectional head test with an 8-in. tube. The X's on this and suc-
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Fig. 4 Typical velocity profiles In the tube 

ceeding figures indicate the actual thermocouple measurements 
while the solid lines represent the computer predictions of the av­
erage temperatures across the stream. None of these 8-in. tube 
cases converged completely although both the uncorrected and the 
extrapolated (Qc) heat removal rates are given and these are quite 
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Fig. 7 Omnidirectional head test, 12 In. tube 
OWB = 272 W, Oc = 370 W, VAc = 0.57 mIs, Vyc = 0.64 m/s 

close in these cases. The dotted line indicates the extrapolated exit 
temperature of the air. In addition to the experimental heat re­
moval rate calculated from water bath data (QWll), the rate calcu­
lated from the measured air velocities (Ql') are given. The mea­
sured and calculated tube and annulus velocities are also given 
(VI'M, VAM, V TC, VAC). Note that in nearly all of the cases, the 
measured temperature profile, velocities, and heat removal rates 
all agree quite closely with the calculated values. 

Figs. 6 and 7 give typical results for the 10 in. (0.254 m) and 12-
in. (0.305 m) tubes with the omnidirectional head. All of these 
cases converged fully. The temperature profiles are quite close for 
the lO-in. tube cases although the heat removal rates are about 10 
percent high. In the 12-in. (0.305 m) cases, the temperature profile 
is 1_2°K low and the heat removal rate is about 30 percent high. It 
may be that as the tube becomes larger and therefore influences 
more the performance, the inaccuracies in the tube flow analysis 
have more effect on the calculations. Recall that buoyancy was ne­
glected in calculating the fluid flow and heat transfer in the tube. 

Fig. 8 shows the results for the revised standard head. These 
cases did not fully converge and the extrapolation information is 
given. In the converged state, it appears that the temperature pro­
file would be about 1 ° low and heat flow, about 10 percent high. 

Conclusions 
When the omnidirectional head cases (three different tube di­

ameters) and the revised standard head cases were analyzed, the 
vertical mean temperature profiles and total heat removal rates all 
agreed satisfactorily with experimental data. In addition predicted 
average velocities agreed well with experimentally determined av­
erage velocities. The agreement of all three of these dependent 
variables (mean velocities, mean temperatures, and heat removal 
rates) leads to the conclusion that the analytical model is correctly 
modeling the gross performance of the thermosyphon. 
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Fig. 6 Omnidirectional head test 
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Fig. 8 Revised standard head, plastic tube 
OWB = 244 W, Ov = 244 W, VTM = 0.36 mls 
Oc = 275" W, VTC = 0.49 m/s 
" Extrapolated from 287 W 
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It should be reemphasized that detailed experimental data did 
not exist for comparison of local temperature and velocity profiles. 
In addition the analysis is deficient in two areas: the necessary ne­
glect of the buoyant forces in the flow in the tube; and, the inabili­
ty of the method to handle flow reversals in the annular section. 
These two deficiencies arise from the necessary use of the bounda­
ry layer relations as the governing equations. 
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G. Alfano I Normal and Hemispherical 
^TZEZ Thermal Emittances 

of Cylindrical Cawities1 

Normal and hemispherical thermal emittances of cylindrical cavities closed by a circular-
diaphragm have been evaluated. Diaphragms are diffuse or specular reflectors, at the 
cavity temperature or at a very low temperature. Results are reported and discussed. 

In troduc t ion 

As Sparrow and Heinisch [l]2 emphasized, for many applica­
tions a knowledge of the normal emittance of cavities is necessary. 
But up to now few numerical results were available [1-3], although 
many works deal with the apparent hemispherical emittance of 
cavities. 

In this work, we evaluated the normal emittance of cylindrical 
cavities closed by a circular diaphragm, and we compared it with 
the hemispherical emittance. For the walls of the cavity, we made 
the following three hypotheses: (1) isothermal, (2) diffuse emitter, 
(3) diffuse reflector. For the internal surface of the diaphragm, we 
considered four cases: (i) diffuse emitter and reflector at the same 
temperature as the cavity walls, (ii) diffuse emitter but specular 
reflector at the same temperature as the cavity walls, (iii) diffuse 
emitter and reflector at a temperature so low as to make emission 
negligible, and (iv) diffuse emitter but specular reflector at a tem­
perature so low as to make emission negligible. 

The results are monochromatic values, but if the surfaces can be 
considered gray, they are also total values. 

A n a l y s i s 
The normal thermal emittance of a cavity, tn, can be defined as 

the ratio of the radiant flux arriving at the receiver from the cavity 
to that arriving at the receiver from a geometrically identical 
black-walled cavity, when the receiver, dArec, has an infinitesimal 
area and its normal coincides with the cavity axis (Fig. 1). 

If the portion of the cavity walls which sees dArec emits and re-

1 This work was supported by the Consiglio Nazionale delle Ricerche. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OP HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division January 30,1975. Paper No. 75-HT-EEE. 

fleets diffusely, in terms of the wall radiosity, B, the normal ther­
mal emittance is 

/ BdAdF^^ 

€ n = - ^ (1) 

/ EbdAdF1A„dArx 
As 

with dA = in f in i tes imal a r e a e l emen t of the cavi ty 

w a l l s ; 
As = por t ion of the cavi ty wal l s s e e n f rom 

Eb = e m i s s i v e power of a blackbody at the 

t e m p e r a t u r e of the cavi ty . 

By the reciprocity rule of view factors, in dimensionless form for 
cylindrical cavities closed by circular diaphragms, equation (1) can 
be written 

r r=1 r I = i 

Jr=0 ^{r)dFiAr^dMr) + J ^ * ztt(x)dFiAieii-.iMx) 

Jr=0
 dFdArec-dA(r) + J ^ d^MreB-iA(x) 

(2) 

with ta denoting the apparent thermal emittance, = B/aT4. 
If the receiver does not see the cylindrical wall of the cavity, 

equation (2) is replaced by 

r=r* 
J ea(r)dFdA tMr) 

e = J=i^ ^ (3) 
" rr=r* 

Jr=0
 dFdAIec-iAM 

In equations (2) and (3) x* and r* represent the coordinate value 
which limits the cavity surface portion seen from the receiver. By 
simple geometrical considerations we can write 

x* = H{1 - Ri)/Ri 

and 
r * = R, + LRjH 
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Fig. 1 Sketch illustrating nomenclature 

For the view factors in equations (3) and (4), we have 

2r(L + #)2 

dF, 

dF, 
2(x + II) 

dr 

[1 + (x + ID2] Yn dx 

(4) 

(5) 

The hemispherical emittance of cavities, defined as the ratio of 
the radiant flux leaving the cavity to the radiant flux that would 
leave the cavity if it were a blackbody, can be evaluated by two 
methods. By the first one, the radiant flux leaving the cavity is 
evaluated as the flux crossing the opening. For cylindrical cavities 
it yields [1] 

e„ = /0 £a(x)dFArdMx) + fo €a(r)dFAt-

with 

dFA:-dAh) = { + , 

(6) 

R,2 + x2 + 1 
(Rt

2 + x2 + l )2 - 4Rt
2] 211/2 

dF A..dAl.r) — 

{1 
L2 + r2 ~- R, 

^j^jdx (7) 

T72 h f r ^ (8) p 2 + r 2 + R,2)2 - Ar'RfP2 'R{ 

By the second method the radiant flux leaving the cavity is evalu­
ated, from the first law of thermodynamics, as the net rate of ra­
diation loss from the cavity walls. For cylindrical cavities, with dif­
fuse diaphragms at the cavity temperature, it yields [4] 

( / [1 - ea(x)]dx t f t ~ i? f
2(l - e) -o 

+ / [1 - ea(r)]rdr + J^ + [1 - e.a{rd)]rddrd) (9) 

The two methods should yield the same results. In practice the 
first one is preferable to the second one, as the second method 
equation contains subtractions, which are the operation with the 
greatest round-off error. 

From equations (2), (3), and (6) we see that the determination of 
tn and th needs the determination of <:„. For cases (i) and (iii) it is 
necessary to solve the following system of integral equations [5] 

T 4
 r

L 

+ ( l - € ) / , « J r ) < f f < A ( r | W i l l r l (10) 

€«(r) = e + (1 - e ) / 0 % . W d F l M ( r ) H M ( x ) 

+ ( 1 ~ e ) IR.^(rd)dFiMr)^Mrd} (11) 

e.Uo) = e + (1 - ^)j\j,r)dFiMH)_dMr) 

+ (1 - e ) ^ eMdFdMxo)mtMx) 

+ ( 1 ~ € ) / B ̂ M ^ A ^ W ^ r , , ) (12) 

For cases (ii) and (iv) the integral equation system is [6] 

€„K) = e + (1 - £)[ / . (.a(r)dEiMr)^Mr) 

+ f €a(x)dEdMrj^xu 

+ e, •d~fT-t'dAW^-Ati 

L 

e«(*o) = e + (1 - €)[/o € a ( ^ ^ 4 ( I o ) ^ ( l , 

A 
+ J za(r)dEdMx).iAM 

(13) 

'T 4 

(14) 

with £, the exchange factor, defined as the fraction of the energy 
emitted diffusely by a certain surface arriving at a second surface 
both directly and by all possible intervening specular reflections 

.Nomenclature— 

A = 
B = 
E = 
E = 
F = 
G = 

H' = 

H = 

V 
L 

R 
Rt' 

surface area, m2 

radiosity, W/m2 

exchange factor, dimensionless 
emissive power, W/m 2 

view factor, dimensionless 
irradiation, W/m 2 

distance of the receiver from the 
cavity opening, m 

dimensionless distance of the receiv­
er from the cavity opening, 
= H'/R 

cavity length, m 
dimensionless cavity length, = 

L'/R 
cavity radius, m 
radius of the diaphragm opening, m 

Ri = dimensionless radius of the dia­
phragm opening, = Ri'/R 

r' = radial coordinate, m 
r = dimensionless radial coordinate, 

= r'/R 
T = temperature, °K 
x' = axial coordinate, m 
x = dimensionless axial coordinate, 

= x'/R 
e = thermal emittance, dimensionless 

ca = apparent thermal emittance, di­
mensionless 

en = cavity hemispherical emittance, di­
mensionless 

(n = cavity normal emittance, dimen­
sionless 

8 = temperature ratio, = Td/T, dimen­

sionless 
p = reflectance, dimensionless 
a = Stefan-Boltzmann constant, 

W/m2°K4 

Subscripts 

b = blackbody 
d = diaphragm 
i = diaphragm opening 
o = typical value 

rec = receiver surface 
s = portion of the cavity surface seen 

from the receiver surface 

Superscripts 

* = particular value 
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Table 1 Normal and hemispherical thermal emittances of cylindrical cavities closed 
by a diffuse reflector diaphragm—comparison with results of other authors 

( 
L e 
2 0.50 

0.70 

0.90 

4 0.50 
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0.90 

8 0.50 
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0.90 
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1 
0.50 

0.75 

1 
0.50 

0.75 

1 
0.50 

0.75 

1 
0.50 

0.75 

1 
0.50 

0.75 

1 
0.50 

0.75 

1 
0.50 

0.75 

1 
0.50 

0.75 

1 

^ 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 
1 
0 
1 
0 
— 

- 1 

[ 1 ] 
— 
— 
— 
— 

0.809 
— 
— 
— 
— 

0.904 
— 
— 
— 
— 

0.972 
— 
— 

0.833 
— 
— 
— 
— 

0.914 
— 
— 
— 
— 

0.974 
— 
— 
— 
— 

0.836 
— 
— 
— 
— 

0.915 
— 
— 
— 
— 

0.975 

( 
[9 ] 

0 .952 
0.884 
0 .891 
0.854 
0 .811 
0.974 
0.932 
0.948 
0.924 
0.905 
0.994 
0.978 
0.986 
0.978 
0.972 
0.960 
0 .903 
0.909 
0.876 
0 .833 
0.980 
0.942 
0.956 
0.934 
0.914 
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0.980 
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0.980 
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— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
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— 
— 
— 
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[ 2 ] 

— 
— 
— 
— 
— 
— 
— 
— 
— 
— 

0.994 
— 
— 
— 

0.972 
— 
— 

— 
— 
— 
— 
— 
— 

0.996 
— 
— 
— 

0.974 
— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
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— 
— 
— 

0.975 

i 

[ 3 ] 
— 
— 
— 
— 

0.808 
— 
— 
— 
— 

0.904 
— 
— 
— 
— 

0.972 
— 
— 

0 .833 
— 
— 
— 
— 

0.914 
— 
— 
— 
— 

0.975 
— 
— 
— 
— 

0.837 
— 
— 
— 
— 

0.915 
— 
— 
— 
— 

0.975 

r 
This 
work 
0 .953 
0.884 
0.892 
0 .853 
0.810 
0.977 
0.934 
0 .948 
0 .922 
0.904 
0.994 
0 .978 
0.984 
0.976 
0.972 
0 .961 
0 .903 
0.910 
0.876 
0 .835 
0 .981 
0 .943 
0.955 
0.932 
0.915 
0.994 
0 .981 
0.987 
0.979 
0.974 
0.962 
0.906 
0.912 
0.879 
0 .835 
0 .981 
0.944 
0.956 
0 .933 
0 .915 
0.995 
0 .981 
0.987 
0.979 
0.974 

[1] 

0.858 

0.934 

0.982 

0.950 

0.994 

0.989 

[ 2 ] 

0.994 

0.982 

0.978 — 
— 0.998 

0.995 

0.995 — 
— 0.999 

0.999 0.998 

[ 3 ] 

0.858 

0.933 

0.981 

0.950 

0.978 

0.99.4 

0.988 

0.995 

0.998 

This 
work 
0.953 
0.893 
0.906 
0.876 
0.858 
0.978 
0.941 
0.956 
0.937 
0.933 
0.994 
0.981 
0.988 
0.981 
0.981 
0.985 
0.965 
0.969 
0.958 
0.949 
0.994 
0.982 
0.987 
0.980 
0.978 
0.998 
0.994 
0.996 
0.994 
0.994 
0.997 
0.992 
0.993 
0.990 
0.989 
0.998 
0.996 
0.997 
0.995 
0.995 
0.999 
0.998 
0.999 
0.998 
0.998 

Table 2 Normal and hemispherical thermal emittances of 
cylindrical cavities closed by a specular reflector 
diaphragm with ed = 0.1 

Cavity 

L e 

2 0.50 

0.70 

0.90 

4 0.50 

0.70 

R, 

0.50 

0.75 

0.50 

0.75 

0.50 

0.75 

0.50 

0.75 

0.50 

ed 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 

1 
0 
1 
0 
1 
0 

£ft 

0.949 
0.935 
0.889 
0 .881 
0.977 
0.970 
0.947 
0.944 
0.994 
0.992 
0.985 
0.984 

0.959 
0 .948 
0 .908 
O.fcOl 
0 .981 
0 .975 

en 

L 

0.950 4 
0 .939 
0 .903 
0.897 
0.977 
0.972 
0 .955 
0.953 8 
0.994 
0.992 
0 .988 
0.987 

0 .985 
0 .981 
0 .968 
0.966 
0.994 
0.992 

Cavity 

e 

0.70 

0.90 

0.50 

0.70 

0.90 

Rt 

0.75 

0.50 

0.75 

0.50 

0.75 

0.50 

0.75 

0.50 

0.75 

9d 

1 
0 
1 
0 
1 
0 

1 
0 
1 
0 
1 
0 
1 
0 
1 
0 
1 
0 

fft 

0.955 
0.951 
0.994 
0 .993 
0.987 
0.986 

0 .961 
0.949 
0.911 
0.904 
0 .981 
0.975 
0.956 
0.952 
0.995 
0.993 
0.987 
0.986 

e« 

0.986 
0.985 
0.998 
0.998 
0.996 
0.988 

0.996 
0.996 
0.992 
0.992 
0 .998 
0.998 
0.997 
0.996 
0.999 
0.999 
0.999 
0.999 
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Fig. 2 Normal thermal emittance for L = 4 and c = 0.7—upper portion 
(diaphragm with diffuse reflection); lower portion (diaphragm with specular 
reflection): (1) «, = 0.5, 0d = 1; (2) fl, = 0.75, 6d = 1; (3) R, = 1; (4) R, = 
0.5, 6d = 0; (5) R, = 0.75; Bd = 0 

[7]. In equations (10), (13), and (14) the ratio T//T4 takes into ac­
count the diaphragm temperature. 

Results and Discussion 
Using an electronic digital computer, we solved the integral 

equation systems, equations (10)-(12) and (13)-(14), by the suc­
cessive approximations method. The numerical procedure used is 
reported in a previous work [8]. 

We evaluated e„ and en for L = 2, 4, and 8, t = 0.5, 0.7, and 0.9, R, 
= 0.5, 0.75, and 1. For cases (ii) and (iv), i.e., when the diaphragm 
is a specular reflector, we used a diaphragm emittance of 0.1. The 
computer program allows one to obtain results rapidly for any 
other set of values of the parameters. 

Pig. 2 shows the values of tn obtained for L = 4 and t = 0.70 (for 
every other case we found similar curves). The normal emittance, 
tn, is plotted as a function of the dimensionless distance, H, of the 
receiver from the cavity opening. The upper portion is relative to a 

diffuse reflector diaphragm; the lower portion is relative to a spec­
ular reflector diaphragm. 

From the figure it is seen that for a cavity with a diaphragm en 

increases, has a maximum and decreases tending toward an as­
ymptotic value as H increases. The existence of a maximum de­
pends from the ta function [5], which has a minimum on the cylin­
drical surface and has the highest values at the corner near the 
bottom. So, e„ has the maximum value at that value of H at which 
the receiver sees this corner very well, without seeing the cylindri­
cal surface portions with the lowest values of ta. 

For cavities with diaphragm the region in which e„ is practically 
constant begins at a value of H lower than is the case without dia­
phragm, generally at H =* 20. 

From Fig. 2 it is seen also that, for specular reflector dia­
phragms, the curves for Bd = 1 and 6d - 0 are parallel and nearly 
coincident. The reason is that for these cavities ta is nearly inde­
pendent of 8d (see reference [6]). 

In Tables 1 and 2, we list our values of tn and e/,. In Table 1, we 
list also values of t„ and ty, obtained by other authors. Our values 
of tn are evaluated at H = 1000. Values of Bedford [2] and Sparrow 
[9] are obtained from their figures. There is evident a very close 
agreement between our values and those of the other authors. 

The tables show that the difference (en-en) increases with L and 
with Ri and, however, that in many cases, using th instead of en, a 
great error is made (e.g., for L = 8, fi; = 1, and t = 0.50 this error is 
15 percent). 

The tables show also that for Bd = 1 the c„ values are almost in­
dependent of the diaphragm reflection characteristics. 
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Heat Transfer in a Gray Planar 
Medium With Linear Anisotropic 
Scattering 
Radiative transfer in an absorbing and linearly-anisotropic scattering gray medium is 
analyzed. The medium is confined between plane parallel, gray, diffuse walls and con­
tains uniform heat generation. The problem is formulated in terms of coupled integral 
equations with the intensity-moments as the unknown variables. The set of equations is 
solved both numerically and in closed form. The closed-form solution consists of exact 
limiting solutions and approximate general solutions obtained by the kernel-substitu­
tion method. The case of combined radiation and conduction is also treated. The results 
reveal clearly the effects of anisotropic scattering on important characteristics such as 
heat flux and incident radiant energy per unit area. The approximate closed-form solu­
tions which predict quite well these effects are very simple and convenient to use for en­
gineering calculations. 

Introduction 

This work is concerned with the calculation of radiant heat 
transfer in absorbing and anisotropically scattering materials. At­
tention is also given to the case of combined conductive and radia­
tive transfer with anisotropic scattering. The results of this inves­
tigation are applicable in practical engineering problems of energy 
transport in porous materials, powder insulations, rocket exhaust 
plumes, luminous flames, and clouds of particles. In particular, the 
simple, approximate solutions obtained in this work should be very 
convenient to use for engineering calculations. 

Examination of the radiative transfer literature reveals that 
most of the previous studies have been carried out under the sim­
plifying assumption of isotropic scattering [1, 2],1 largely because 
of the complexity involved in anistropic scattering. Problems in­
volving anisotropic scattering have been addressed mainly after 
specifying the temperature distributions within the media, there­
by, eliminating any consideration of the energy equation (see, for 
instance, [3, 4, 5]). For problems involving combined modes of en­
ergy transport, however, the coupling between the radiative trans­
fer equation with anisotropic scattering and the energy equation 
must be considered. For the case of simultaneous conductive and 
radiative heat transfer with anisotropic scattering, Larkin and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received at ASME Headquarters 
February 18,1975. Paper No. 75-HT-HHH. 

Churchill [6] linearized the temperature profile and used the two-
flux model to calculate efficiency of porous insulation. More re­
cently, Bergquam and Seban [7] also used the two-flux model and 
showed numerically that strong forward or backward anisotropic 
scattering could cause a maximum variation of 20 percent in radi­
ant heat flux. Apparently, no existing work provides a comprehen­
sive assessment of anisotropic-scattering effects. Such information 
has a qualitative and quantitative importance, and is essential for 
justifying the use of the isotropic-scattering assumption. 

The purpose of the present work is to study the effects of aniso­
tropic scattering and to develop a simple solution for calculating 
radiative transfer within a linearly-anisotropic scattering planar 
medium. The analytical description of linear anisotropic scattering 
is chosen here on account of its mathematical simplicity and its 
ability to represent the conditions of strong forward and backward 
scattering [2, 5]. Specific consideration is given to a gray medium 
in radiative equilibrium, and a gray medium containing uniform 
heat generation. Each case is solved twice, once numerically and 
once approximately in closed form. Exact limiting solutions for the 
medium in radiative equilibrium are also presented. The numeri­
cal results are used to assess the accuracy of the approximate 
closed-form solution. The study is then extended to treat the sit­
uation of combined radiation with conduction. The approximate 
closed-form solution obtained indicates rather limited effects of 
anisotropic scattering. 

General Formulation 
The physical system chosen for this investigation is a uniform 

plane parallel gray medium confined within gray and diffuse walls. 
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Fig. 
try 

1 Coordinate system for radiative transfer In a plane parallel geome-

The medium contains a uniform source of heat generation, and is 
composed of particles which absorb and scatter anisotropically ra­
diant energy. 

The anisotropic scattering property of the particles is approxi­
mated by retaining only the first two terms of its Legendre polyno­
mial series expansion (for details consult [2]). Such scattering is 
defined to be linear anisotropic scattering and has the following 
mathematical representation 

p(cos 60) = 1 + x cos 60, - 1 == (1) 

where p is the phase function, 8g is the angle between the incident 
ray and the scattered ray, and x is a coefficient. The advantage of 
tnis phase function lies in its ability to describe favorable forward 
or backward anisotropic scattering. Strong forward scattering is 
represented by x —*• 1, while strong backward scattering by x ~* 
—1. There remains the problem of assigning a value for x which 
leads to the best two-term representation of the real phase func­
tion of a particle. Anisotropic scattering has been characterized by 
several parameters such as: hemispherical albedo, asymmetry fac­
tor, and peakedness. As pointed out by Wang [3], choosing the real 
first Legendre polynomial coefficient for x, produces the asymme­
try factor which is important for optically thick media. However, 
in many cases the absolute value of this coefficient exceeds one. In 
a two-term representation it would result in a negative phase func­
tion. Choosing x so that the two-term representation would have 
the same hemispherical albedo as the real phase function would be 
less restricting. It would also be more consistent with the heat 
transfer literature, where the hemispherical albedo is widely used 
and accepted when employing the two-flux model. 

With the coordinate system illustrated in Fig. 1, the equation of 
radiative transfer and the energy equation are given respectively 
as 

di_ 
ds 
— = —Bi + aih + — / i(ui') pioj'u) rfw' 
ft c " a-IT -1 . . 

+ a f i dw = 4naib 

(2) 

(3) 

where i denotes intensity, if, is the blackbody intensity, a the ab­
sorption coefficient, y the scattering coefficient, /J the extinction 
coefficient, s the pathlength along the direction designated by i, <J 
the solid angle, and q the net heat generation per unit volume 
which is produced by other modes of energy transport including 
energy sources. 

Due to the axisymmetric conditions [2], the last term of equa­
tion (2) can be integrated over 4>' from 0 to 2x giving 

M 
ar 

i = (1 - w0) ib + f i d\i 

+ 
COgA'/l 

/ ill d\i. (4) 

where coo represents the single scattering albedo, T is the optical 
depth measured from the wall and defined by 

dr = bdy (5) 

y is the axis of symmetry, and n = COS 0. Combining the energy 
equation (3) with equation (4) gives 

1 
I ,, f 

2 -'_, ' """ ' 2 
9/ L . 

,1 — + I = a i r' • , wax r • , 
~r~z + o" I l d^ + o I1 J l I1 d^ 

(6) 

The two integrals in equation (6) have important physical mean­
ing, and are the fundamental parameters of the problem. The first 
integral represents the incident energy G(T) per unit area divided 
by2nr 

l 

G{T) = 2ir / / dp. (7) 

and the second one denotes the radiant heat flux q(r) within the 
medium divided by 2-nr 

q{i) = 2T7 J i ji du (8) 

Defining the source function S ( T , M) to be the right-hand side of 
equation (6), it can be written as 

nt \ (I 1 G ( T ) 
S(r,/i) = TZ-r + ? -±-f-

4?7p I ill 

q(r) 
2 ^ 2ir 

(9) 

Defining the intensities i + and i~ as the intensities directed in 
the positive and negative y-directions, respectively, the boundary 
conditions of the problem can be introduced 

• N o m e n c l a t u r e • 

a = absorption coefficient 
Bi, B2 = radiosities 
Cj = coefficients 
En = exponential integral of the nth order 
G = indicent radiant energy per unit area 

= radiant intensity 
+ = intensity in positive y-direction 
~ = intensity in negative y-direction 
b = blackbody radiant intensity 

j = integer variable 
k = thermal conductivity 
L = thickness of layer 
M = constant appearing in equation (45) 
M = M/7\ 
N = dimensionless parameter defined in 

equation (47) 

n = integer variable 
p = phase function 
q = heat flux 
qc — conductive heat flux 
qr — radiative heat flux 
ij = heat generation per unit volume 
S = source function 
s = distance along a line of sight 
T = absolute temperature 
Ti, T2 = surface temperatures 
T = dimensionless temperature (T 

f 2,1 = (T2 - T1)/T1 

t = dummy variable 
un = coefficient defined by equation (35) 
x = coefficient defined by equation (1) 

y = spatial coordinate 
2 = dummy variable 
«„ = coefficients defined by equation (48) 
(3 = extinction coefficient 
7 = scattering coefficient 
8, 8' = polar angles 
Do = scattering angle measured from for­

ward direction to direction to observer 
IX = COS0 

a = Stefan-Boltzmann constant 
T = optical depth 
TO = optical thickness 
(j> = azimuthal angles 
•4>n — function defined by equation (35) 
co, w' = solid angle 
coo = single scattering albedo 
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r(o,n) = i~ (T 0 ,M) 
Bz (10) 

where TO is the optical thickness of the medium. The radiosities B\ 
and B2 represent the radiant heat fluxes leaving the boundary sur­
faces toward the medium [1]. Equations (6), (9), and (10) have the 
following formal solution 

B, 1 r \ , rT S(t,li) , 
— L exp ( ) + / J— exp ( 

IT [1 J
d [I 

- / 

1 = 

) dt, 

; u .> 0 

Bo /Tr, T-
= —i exp (—- •) - J -£— e x p ( -

(11) 

— ) dl, 
(J-

1 < /i < 

The intensities described by equations (11) are substituted into 
equations (7) and (8), and the integration is carried out to yield 

G(r) ( 2 5 , - A E2(T) + (2B2 2j3 
•) E, ( T 0 - T ) 

+ ^ / G(/) £ , ( | T - * | ) rf/ 

2 
/ ° q(DE,(\r~ t\ 

0 
Slgl n (T - /) dt (12) 

and 

?(r) = (2Bt-pE3(r) (2B2 2/3 ') £3 (To - T) 

1 To 
+ - / G{t) E2(\T - t\) s ign (r - t) dt 

(DtfC f ° q(t) E3(\T - t\)di (13) 

where En denote the exponential integrals defined by 

E„(t) = / U" 
0 I1 

These integrals have the property 

dE„U) 

e x p ( - — ) dji, n= 1, 2, 3 . . . (14) 

dt 
= -E„.M) (15) 

Equations (12) and (13) are coupled integral equations for G(T) 
and q(r). The solution determines the source function which is 
necessary and sufficient for the determination of the radiant in­
tensity as given by equation (11). Recognizing their importance, 
attention will be focused on the solution of these two equations. 
Note also that once the G -function is found, the temperature dis­
tribution within the medium can be easily obtained by utilizing 
equation (3). 

M e t h o d s of S o l u t i o n 
Numerical Solution. Equations (12) and (13) have been 

solved numerically. The computation scheme is essentially reitera­
tive in nature. This method is quite successful for linear problems, 
and is fairly inexpensive for short and moderate optical depth (TO 
< 3). The initial values of G(T) and q(r) are those obtained from 
the approximate analytical solution (to be presented later). In each 
iteration, new values of the functions are calculated based on their 
previous values. The numerical results are used for assessing the 
accuracy of the approximate solution. The results reduce to the 
exact solution for isotropic scattering obtained by Heaslet and 
Warming [8] (including the case of uniform heat source distribu­
tion). 

Limiting Solutions for Radiative Equilibrium. In this sec­
tion, solutions for the optically thin and thick media in radiative 
equilibrium (<j = 0) are developed. These solutions are later used 
to improve the approximate results. Treating first the optically 
thin limit (T0 -* 0), the exponential integrals can be expanded as 

EM) 1 ow, (1^0) (16) 

EM) 
1 

- / + o ( / 2 ) , (V 0) (16) 

Combining equations (12), (13), and (16), and noting that the heat 
flux is uniform within the medium, yield a simple pair of uncou­
pled integral equations for which the solution is 

G(T) = 2B, + 2B2 + 0 ( T 0 ) , (T • 0 ) (17) 

B, B, 

1 + ( 1 - ^ ) T 0 

+ 0 ( T 0
2 ) , (T0-*O) (18) 

where the expansion (1 - TO)"1 = 1 + TO + 0(T 0
2 ) has been used. 

In the optically thick limit (TO -*• ra), the radiative heat transfer 
is like a diffusion process, and therefore can be described by differ­
ential equations. Consider the region which is away from the 
boundaries, that is 

T > > l" (T„ - T) > > 1 (19) 

The unknown functions are expanded around T in a Taylor series 
giving 

G(t) = G(r) + ^ (/ 
dr T) + 

+ 

rf2G(7) (/ - T)2 

a? 2 
. - , (\1 - T\)-

qU) = q 

Combining equations (19)-(21) with (12) and (13) yields 

f/2G(r) 

-0) (20) 

(21) 

G(T) = G(T) / £ , ( z ) dz 
0 

q = WQX q J E3(z) dz -

dT2 

dCAi) 
dr 

f z2 BAz) dz (22) 
- 0 

/ z E2{z) dz (23) 

where 2 = | r — t\. Integrating equations (22) and (23) results in 

d2G(r) 
dr1 = 0 

Q = 
1 dG(r) 

(24) 

(25) 3 — WQX dr 

The solution of equations (24) and (25), which also satisfies equa­
tions (12) and (13) at the optically thick limit, is 

— + 0 ( T 0 - ' ) , ( T 0 - * - « > ) G ( T ) = 4 B , + (4B2 - 4B,) 

q = 
B, B, 

3 — w sSL) • 
+ 0 ( T 0 - 2 ) , ( T 0 ^ « ) 

(26) 

(27) 

Approximate Solutions. The approximate analytical solutions 
are derived by employing the kernel substitution method (see, for 
instance [1, 3]). The following exponential-integral substitution is 
introduced 

EM) « 2 exp ( -20 (28) 

In the literature, other kernel approximations have also been sug­
gested. Different approximations lead to better results in the opti­
cally thin or thick limits. An excellent discussion on the various 
possible kernel substitutions is given by Wang [3]. 

Equation (28) is substituted in equation (15) to obtain the ap­
proximations for £2 and E3. Making the corresponding kernel sub­
stitutions, the governing equations (12) and (13) take the form 

<*>-•?- + (25 , - ^ - ) e x p ( - 2 T ) 

+ (2B2 - ^5) exp[ -2 (T 0 - T)]+ J G(t) e x p ( - 2 | T - t\)dt 
«P 0 

+ ^ fT%U) exp (-2 I T - * | ) s i g n (T -t)dt (29) 
<s 0 

q(r) = (B, - ± ) e x p ( - 2 r ) - (B2 - ^ ) e x p [ - 2 ( T 0 - r)](30) 
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yf G(l) exp{~2\r - t\) sign (r-t)dt 

•To 
+ A J f/(/)exp(-2 T - t\)dl (30) 

Differentiating once equations (29) and (30) allows the elimination 
of the unknown integrals in the resulting equations. Then differen­
tiating again the results leads to 

d2G(r) q 

Ail) 
dT2 

(o)0.v - 4 ) 

= 0 

The solution of this pair of equations is 

G(T) = C, • " - ' q 

<7(T 

C2T + ^ K . t - 4 ) 

A, + A,T 

(31) 

(32) 

(33) 

(34) 

For the evaluation of the coefficients Aj and Cj, the functions G(T) 
and q(r) must be substituted into the integral equations (29) and 
(30), which contain information on the boundaries. Doing this re­
sults in two equations of the common form 

£ itjAj, Cj)4i„(r) = 0 (35) 

where un(Aj, Cj) are coefficients dependent on Aj and Cj, and 
^n(r) are functions of T. For equation (35) to hold, all un's must 
vanish. This gives four algebraic equations from which all Aj and 
Cj are determined. Substituting the resultant coefficients into 
equations (33) and (34) yields 

2B^ -~ 2i?2 
G ( T ) 2B, + 2B 

(- 1) 

+ ^ r „ 

q{T) = 

0 
Bi~B2 

- ( 2 T - T 0 ) 

• | ( ^ - 2 ) T ( T 0 - T ) (36) 

1 (1 - ) T 0 

+ ^ ( 2 r ^ r 0 ) (37) 

Equations (36) and (37) constitute the full approximate solution 
of the problem. However, it is inconvenient to have them in this 
form, as they do not reveal clearly the functional importance of the 
various parameters. The fact that the governing equations are lin-
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Fig. 2 Effect of anisotropic scattering on the G-function for radiative equi­
librium 

ear permits the use of the superposition technique. Thus, the prob­
lem is now decomposed to its elementary cases, and the results are 
presented in the following. 

Results and Discussion 
Radiative Equilibrium. Attention is now directed toward a 

medium in radiative equilibrium. As already mentioned, this medi­
um is free of heat sources and radiation is the predominant mode 
of heat transfer. The solution of this problem describes the radiant 
energy transport within the medium due to the incident radiosities 
at the boundaries. 

The appropriate dimensionless parameters for this case are de­
rived from equations (36) and (37). They are 

G(r) -4B 

4 B , - 4 . B , 
•> 

1 

~~ 2 

<7 

+ 

1 _1_ [(1 

1 

4 ' 

1 

To!" 

,i 
(2 

B, - B , 
(1 

Wj.V 

-) (38) 

(39) 

K 

The dimensionless approximate G-function as given in equation 
(38) is compared to its numerical result in Fig. 2. The approxima­
tion linearizes the function within the medium, and satisfies the 
optically thin and thick limits, equations (17) and (26). The di­
mensionless radiant heat flux is given in equation (39), and is com­
pared to its numerical results in Table 1. The anisotropic-scatter-
ing effects are predicted quite accurately. The results show that 
strong forward scattering increases the magnitude of the heat flux. 
These effects are pronounced in moderate optical thickness and 
strong anisotropic scattering {\<*>ox\ -* 1). They are negligible in the 
optically thin and thick limits. The heat flux is uniform within the 
medium, due to the absence of internal heat sources. 

The radiant heat flux is the most important quantity of the 
problem, and improvement of the approximate analytical repre­
sentation is desirable. This is possible with the results of the limit­
ing solutions given by equations (18) and (27). The heat flux as 
given by equation (39) satisfies the optically thin limit but does 
not fully satisfy the optically thick limit. By matching the two lim­
its, the following expression is proposed 

(40) 
B, -B, 

i + G -K 

Inspection of Table 1 reveals that equation (40) is more effective 
than equation (39) for predicting radiant heat flux. 

Uniform Heat Generation Without Solid Boundaries. Con­
sideration is now given to a medium free of solid boundaries and 
containing a uniform source of heat generation. The appropriate 
approximate solution of the radiative transfer problem is derived 
from equations (36) and (37) giving 

G(r) = x 

qL 
2(1 .<M.w, ) r ( l - - ) (41) 

Table 1 Effect of anisotropic scattering on the dimensionless heat flux 
(//(B, — Bj) for radiative equilibrium 
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Fig. 3 Effect of anisotropic scattering on the G-functlon for uniform heat 
generation q 

qL 
y 
L 

(42) 

where L denotes the geometrical thickness of the medium. Equa­
tion (42) describes the heat flux within the medium and can be de­
rived from a simple energy balance on a control volume. It in­
creases linearly from zero at the center of the layer to qL/2 at the 
edge of the layer. Equation (41) represents the dimensionless G-
function. From the comparison with the numerical calculation 
given in Fig. 3, it is apparent that the approximation is satisfactory 
at moderate optical depths, and predicts quite accurately the an-
isotropic-scattering effects. At a given optical thickness, stronger 
backward scattering (w&c —- —1) increases the G-function. 

In general, the anisotropic scattering effects can be explained 
briefly as follows: radiant energy originating at a point inside the 
medium or at a boundary is more easily transmitted into the sur­
roundings when a proportionately greater forward scattering ex­
ists. Therefore, the heat flux from such a point is increased, and 
the incident energy per unit area at this point is decreased. 

Combined Radiation and Conduction. In many physical sit­
uations radiation and conduction are simultaneously important 
mechanisms of heat transfer. Here the analysis is restricted to a 
planar medium between black walls. According to the adopted 
notation, q will represent the heat generation per unit volume due 
to conduction 

heat transfer results previously obtained. This entire procedure 
can be interpreted physically as a search for the mean energy in­
terchange between the two modes of heat transfer per unit volume. 

Applying the boundary conditions given in equation (44) to eval­
uate two of the polynomial coefficients gives 

T = T, + ( 
T, - T, 

MT0)T + Mr2 (45) 

in which M is a constant left to be determined by satisfying the in­
tegrated energy equation. Substituting equations (43) and (45) 
into equation (3) (note that for black walls B\ = <TTI4 and B2 = 
0-T24) and integrating the resultant equations from r = 0 to r = TQ 
yield the following dimensionless equation 

2T„ M 

-w„iV 2V r, 
2M, 

N [ V + (1 -

where the following definitions are made 
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« i = - r o (3 + ? \ i 
2 _ 

~T2,\ + T*(T2,l ) 

« 2 = V ( | + | r 2 , 1 + 3 | f2 , / ) (48) 

«4 = ^ ( ~ ) 

Equation (46) is a fourth-order polynomial of M. Its four exact 
roots can be calculated by a closed-form expression [9]. That cal­
culation is quite cumbersome, and instead a solution is presented 
which gives easily and quite accurately the correct root. The de­
velopment of this solution is based on the idea that when conduc­
tion is significant, the temperature distribution within the medium 
cannot be too far from linear. Thus, the value of M (which indi­
cates the curvature of the temperature profile) is small. As a result, 
only the first two terms in the summation in equation (46) need to 

q = k 
dv: (43) 

where k is the thermal conductivity and T the temperature. The 
governing equations for this case are equations (2), (3), and (43). 
The equations form a complex nonlinear set. An approximate ana­
lytical solution is derived by using the integral method. The tech­
nique consists of the two steps: first, the temperature distribution 
within the medium is approximated by a polynomial, and then the 
coefficients of the polynomial are found by satisfying the boundary 
conditions and the integrated governing equations. Due to conduc­
tion, no temperature jumps exist near the boundaries. Therefore, 
the appropriate boundary conditions are 

(T = 0) = T, 
• <T=To> = T, (44) 

It is assumed that the temperature profile within the medium 
can be represented reasonably well by a second-order polynomial. 
According to equation (43) this profile gives a uniform heat gener­
ation throughout the medium and allows the use of the radiative 
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Fig. 4 Effect of albedo on the temperature distribution for combined ra­
diation and conduction 
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be retained. This gives 

;g = 1 h " (49) 

(1 -u>0) + r0 + ( l ~ J - ) T - ^ -

The coefficient M determines the temperature distribution within 
the medium as expressed in equation (45). This is the complete in­
formation needed to solve the problem. The conductive heat flux is 
simply qc = —k(dT/dy) and the radiative heat flux qr is obtained 
by using equations (37) and (43) thus yielding the total heat flux q 
= qr + QV 

The temperature profile of a medium in which conduction and 
radiation are of the same order of magnitude (N = 10) is illus­
trated in Fig. 4. In the calculation process, equation (46) was 
solved and az, 0:3, and cu were found negligible, a fact that 
strengthens the validity of equation (49). The results show that 
linear anisotropic scattering effects on the temperature distribu­
tion are relatively small. The comparison of the isotropic scatter­
ing results with exact numerical results reported by Viskanta [10] 
is also shown in Fig. 4. The agreement is quite satisfactory. 

In the situation where radiation is stronger than the conduction 
mode, the temperature profile has an inflection point [2]. In such a 
case a third order polynomial for the temperature profile represen­
tation must be adopted. Also, the analysis of the radiative mode 
must be repeated to account for a linear distribution of heat 
sources. 
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Shock Tube Measurements of the 
Emission of Carbon Dioxide in the 
2.7 Micron Region 
Measurements have been made of the infrared emission of carbon dioxide in the 2.7 mi­
cron region. The measurements were carried out in a free piston shock tube at tempera­
tures of 2400 and 3500°K. Results are reported for the mean line intensity to spacing 
ratio and for the emissivity. 

Introduction 

In this study the infrared emission of the 2.7 micron combina­
tion bands of carbon dioxide was measured at temperatures of 
2400 and 3500°K. A free piston shock tube was used to produce 
the high temperature gas and the spectral measurements were car­
ried out in the end wall region behind the reflected shock wave. 
The particular attractiveness of the shock tube is that it produces 
a high temperature test gas which is uniform and stationary. 

Previous measurements of the spectral absorption and emission 
of the 2.7 micron region of carbon dioxide were made in steady-
state furnace type systems by Edwards [I],2 Burch, Gryvnak and 
Williams [2], and Tourin [3] for temperatures up to 1500°K and in 
a rocket burner by Ferriso and Ludwig [4] for temperatures be­
tween 1200 and 1800°K. Theoretical calculations have been made 
by Malkmus [5] for temperatures up to 3000°K and these provide 
a comparison with the present measurements at 2400°K. To the 
best of our knowledge, there are no results available to compare 
with our measurements at 3500° K. A summary of the results avail­
able has been presented by Ludwig, et al. [13]. 

E x p e r i m e n t a l S y s t e m 
The experimental measurements were made in a free piston 

shock tube. This shock tube uses a piston compression as the 
method for transferring energy to the driver gas behind the dia­
phragm. The piston is propelled by high pressure from the "driver-
driver" gas which compresses the driver gas into a small volume. 
The driver gas pressure causes the diaphragm to rupture and the 

1 Presently at Westinghouse Nuclear Center, Pittsburgh, Pa. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division October 24,1974. Paper No. 75-HT-ZZ. 

compressed gas then expands into the expansion section driving a 
shock wave down the length of the tube. The piston remains essen­
tially stationary during the time required for the shock wave to 
traverse the expansion section and reflect off the end wall. 

The free piston shock tube, which was designed and constructed 
for this investigation, is shown schematically in Fig. 1. The driver 
section of the shock tube is a 7 ft long stainless steel tube of 5 in. 
ID and the piston moves within this section. The piston release 
mechanism is of interest and is shown in Fig. 2. When the piston is 
in its initial position, the high pressure driver-driver gas behind 
the piston acts radially on the rear portion of the piston. The ex­
periment commences with the introduction of gas through a pas­
sage (cf. Fig. 2) which leads to the back face of the piston. This 
produces the axial force on the piston which causes the piston to 
move forward to the right. The piston quickly clears the release 
section which then allows the high pressure driver-driver gas to act 
over the back end of the piston and propel it down the tube. The 
recoil from the piston motion causes the steel tube to move in the 
direction opposite to that of the piston. Because of the instrumen­
tation in the expansion section, it was decided to isolate the mo­
tion of the driver section from the expansion section. This was ac­
complished with a sliding joint which allowed the expansion sec­
tion to remain stationary while the driver section was in motion. 
Additional description and figures are available (Hsieh [6]). In re­
sponse to the referee's comment, we note that free piston shock 
tubes have been used in a variety of studies. For example, the mea­
surements reported by Stalker [8, 9] and Greif, Bryson, and Collins 
[10, 11, 12] are representative of both the usefulness of free piston 
shock tubes and the reliability of the technique. 

The driver-driver and driver regions are filled with nitrogen di­
rectly from a gas cylinder while the expansion section is filled with 
a mixture of helium and carbon dioxide which is taken from a mix­
ing tank. The gases are premixed in the mixing tank for more than 
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Fig. 1 Schematic drawing of free piston shock tube; (a) prior to piston 
compression; (b) after piston compression, but just before diaphragm rup­
ture 

twenty-four hours prior to use and, before filling, the expansion 
section was evacuated to a pressure of 10~5 mm Hg. The expansion 
section is a 9 ft long aluminum tube of 3 in. square cross section 
and lk in. thickness. Thin film platinum thermometers were 
mounted on the tube wall to detect the passage of the shock wave 
and thereby yield the shock speed. We note that for the high tem­
perature runs, the driver section was filled with a mixture of nitro­
gen and helium so as to attain the required higher sound speed for 
the driver gas behind the diaphragm. 

The radiation emitted from the shock heated gas is first trans­
mitted through a % in. dia, lk in. thick magnesium oxide window 
that is built into the shock tube near the end wall. The radiation is 
then directed by a plane mirror and focused by two spherical mir­
rors upon the entrance slit of a 5 m McPherson grating polychro-
mator. An Optical Coating Laboratory long wavelength pass filter 
is mounted at the entrance slit in order to prevent extraneous ra­
diation from the shorter wavelengths, X/2, X/3, etc., from entering 
the grating spectrometer. The filter has a short wavelength cutoff 
at 2.332 microns. 

The radiation passing through the entrance slit of the spectrom­
eter is collimated and directed by a concave mirror upon a 150 
lines/mm grating plate and then focused by another concave mir­
ror onto the exit slits. Two slits, 1 mm in width and 16.5 mm apart, 
are used with a spectral slit width of 0.015 microns. The two mono­
chromatic rays passing through the exit slits are directed to two 
Philco 1SC-363 photovoltaic infrared detectors by plane mirrors. 
Each detector has a sensitive area of 4 mm2 and operates at liquid 
nitrogen temperature, i.e., approximately 77°K. 

The wavelength readings of the polychromator were first cali­
brated using a Bausch and Lomb mercury lamp, and then checked 
with a prism monochromator using the absorption bands of carbon 
dioxide and water vapor in the atmosphere. In addition, the wave­
length readings were further checked by using a helium discharge 
lamp and also a helium-neon gas laser (Spectra-Physics Stabilite 

VZZZL 

YZZ77, 
PRESSURE 
RELEASE 
PASSAGE 

Model 125). The signals from the detectors were amplified and 
monitored on Tektronix 565A oscilloscopes. During absolute in­
tensity calibration, a standard globar was used as the radiation 
source and the temperature was determined with a Leeds and Nor-
thrup Company optical pyrometer. The calibration was made over 
the wavelength range of interest, and in particular, at those wave­
lengths at which the shock wave heated measurements were made. 
The calibration source is relatively uniform with respect to wave-, 
length variations over the band width. However, there is a signifi­
cant wavelength variation for the filter, the detector and'the atmo­
spheric absorption due to the presence of carbon dioxide and water 
vapor. Thfi inclusion of these effects is specified in the Analysis 
section. 

Analysis 
The system voltage output from a spectral region AX due to 

radiative emission from the shock heated gas at a temperature T 
may be expressed as 

V>.? = / a x ^ x , r [ l - e x P ( - * x , T ^ ) c o 2 ] e x p ( - f e x , r / Y ) a i r T s X r f X 

(1) 

where Eb\,T is the black body radiance, k\,r is the spectral absorp­
tion coefficient of carbon dioxide, &x,7V is the spectral absorption 
coefficient of air at room temperature, TV, Xco2 is the pressure 
pathlength of the shock-heated carbon dioxide gas, X a j r is the 
pressure pathlength of air along the line of sight from the shock 
tube window to the detector, and T„\ is the spectral transmission 
coefficient of the optical system including mirrors, spectrometer, 
filter, and detector. If we consider a narrow spectral region AX, 
equation (1) may be approximated by 

VX.T = £ M,rT s x{/ A X exp(-A, : r r -X)ai r r f A 

- / A x e x p R £ x > J V X ) a l r - (kXtTX)C02)dX} (2) 

where the black body radiance and the spectral transmission coef­
ficient are evaluated at a given wavelength within the wavelength 
interval. Now, if the shock tube is replaced by a calibration source 
having an emissivity eT at temperature Tc, the system voltage out­
put over a narrow spectral region is then given by 

T V C = ec-E '6x>r ,Tsxr,xexp(-/?X i j ,Z) a l rrfA (3) 

For well overlapped lines we may introduce a mean line intensity, 
S, and a mean line spacing, d, over a narrow spectral interval ac­
cording to [7] 

f exp(-/?xX)dX = expW?xX)AA = exp(-SX/cf) AX (4) 
•' AX 

Thus, equations (2) and (3) may be written as 

VX,T = •E 5 x , rT s xexp(~SX/ r f ) a i r f r r AX[l -exp( -SX/ r f ) C 0 2 i r ] 

and 

(5) 

Fig. 2 Piston release mechanism 

V*.Te = e A x , r / s x e x p ( - S X A / ) a i r > r r A X (6) 

This relation may then be combined to yield the spectral emissiv­
ity, c\, according to 

eA = 1 - exp(-SX/d)002tr = ^phlZhl (7) 

D i s c u s s i o n of R e s u l t s and C o n c l u s i o n s 
Measurements were made of the spectral emission of the 2.7 mi­

cron region of carbon dioxide at temperatures of 2400 and 3500°K. 
The radiation was transmitted through a magnesium oxide window 
that was located on the side wall (adjacent to the end wall). The 
amplified voltage output from the two photovoltaic infrared detec­
tors is shown in Fig. 3. As shown on the figure, the signal from the 
detectors changes after passage of the "first" reflected shock wave. 
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Fig. 3 Typical osclllograms 25 percenl CO•• 75 percent He; end wall gas
temperature 3500 0 K
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Fig. 5 Results for emisslvlty

calculations and the experimental data for wave numbers greater
than 350,000 m-1. However, for the smaller wave numbers the in­
tensity, and thus the corresponding output, is reduced which re­
sults in a less accurate determination of the mean spectral absorp­
tion coefficient. This could account for the discrepancy with Malk­
mus' calculations at the smaller wave numbers. At 3500oK, there
are no results available to compare with our measurements. How­
ever, there is good qualitative confirmation of the results based on
the calculations of Malkmus at temperatures up to 3000°K. It is
also noted that several runs were repeated and the reproducibility
of the results was demonstrated. For completeness, the spectral
emissivity, fA, was also determined and these results are presented
in Fig. 5.3.8'10
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Due to the proximity of the window to the end wall, the effect of
the incident shock wave cannot be distinguished from the contri­
bution resulting from the passage of the reflected shock wave. The
change in the voltage output from each detector is due to the in­
crease in emission from the heated gas. The conditions in the end
wall region behind the reflected shock wave are determined from
the conservation equations of mass, momentum, and energy across
the primary, and reflected shock waves based on the measured
values of the initial temperature and pressure and the shock speed.

The test gas was a mixture of helium and carbon dioxide. For
the low temperature runs, the partial pressures for helium and car­
bon dioxide were 2000 and 667 N/m2 (15 and 5 mm Hg), respec­
tively; for the high temperature runs the corresponding values
were 1500 and 500 N/m2 (11.25 and 3.75 mm Hg). The maximum
variation in temperature behind the reflected shock wave due to
the slight variations in shock speed, initial temperature, etc., was
±150oK. However, in most cases the variation in temperature was
much smaller.

The output from the thin film shock wave detectors is also
shown in Fig. 3. A total of five detectors were mounted on the
shock tube wall with the first being used to trigger the oscilloscope
sweep. For greater accuracy, the outputs from two detectors are
displayed in this figure. It should be noted that the oscilloscope
sweeps for the infrared detectors were triggered after a time delay
(of the order of 500 j1s) so that the outputs displayed in Fig. 3 cor­
respond to different times.

The experimental results were used to determine the mean spec­
tral absorption coefficient, Sid, which is presented in Fig. 4 along
with the theoretical calculations of Malkmus [5]. For a tempera­
ture of 2400 0 K there is good agreement between the theoretical
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Radiation Effects on Heat 
Transfer in the Reactor Core and 
Heat Exchangers of an HTGR 
A general and fundamental study of the effect of radiation between duct walls on the 
heat transfer performance of duct flows of nonradiating gas such as helium is made by 
an approximate analysis and numerical calculations. Laminar and turbulent flows in a 
duct simulating a coolant passage in an HTGR and flows in counterflow and parallel-
flow heat exchangers in an HTGR heat transfer system are investigated. An approxi­
mate analytical solution, based on the assumption that radiation from a point of duct 
wall produces an effect only on the narrow region opposite the point, agrees well with 
numerical results. The increase of radiative heat transfer causes a decrease of tempera­
ture difference between the duct walls and improves the heat transfer performance. For 
heat exchangers the heat transfer effectiveness is shown to depend on three nondimen-
sional parameters and can be improved by the increase of these parameters. 

Introduction 

The high temperature gas cooled reactor (HTGR) is considered 
to be the only nuclear heat source in the near future which can 
supply heat at such a high temperature level as 1000°C required 
[l]1 for such processes as steel making, steam reforming, coal gas­
ification, and others used in chemical industries. From the view­
point of safety, metallic recuperative heat exchangers should be in­
stalled between the HTGR primary loop and heat-consuming pro­
cess loops. Helium is considered as the working medium in the re­
actor loop and the intermediate loop, which should be used be­
tween the primary and process loops of an HTGR at a high tem­
perature such as 1000°C. Helium itself is nonradiating in this tem­
perature region. The heat exchanger in the high temperature re­
gion is required to provide excellent heat transfer performance. 
Many methods of heat transfer augumentation in forced convec-
tive flow have been reported [2], and the improvement of heat 
transfer performance of convective internal flow of a radiating gas 
has been investigated by many researchers [3, 4]. In the latter case, 
due to the complexity of the fundamental equations, the calcula­
tions have been made by numerical methods under conditions of 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N.Y., November 17-22, 1974, of THE AMERI­
CAN SOCIETY OF MECHANICAL ENGINEERS. Journal manuscript re­
ceived by the Heat Transfer Division June 26, 1975. Paper No. 74-WA/HT. 

laminar flow and isothermal duct wall or constant heat flux [5, 6]. 
The effects of radiation on the channel flow between two black 
parallel plates were analyzed by Keshock and Siegel [7]. However 
in the HTGR heat supply system, it is not generally true that the 
temperature of the duct wall along the flow direction is constant, 
that the wall emissivity is unity, or that the flow is laminar. 

The purpose of this paper is to make a general and fundamental 
study of the radiation effects between walls of a duct on heat 
transfer performance under the condition of nonradiating gas flow, 
a varying wall temperature distribution along the flow direction, 
and the wall surface emissivity below unity. Flows in a duct and 
heat-exchangers of counter-flow and parallel-flow type consisting 
of two ducts are studied by an approximate analysis and numerical 
calculations. 

Fundamental Equations 
A flow model to introduce fundamental equations is shown in 

Fig. 1. The flow ducts consist of three parallel flat plates, simulat­
ing a parallel-flow heat exchanger. The emissivities of the walls of 
the ducts are ei, £2, and £3, respectively, and radiation is assumed to 
be diffusely reflected. The working fluid is a nonradiating gas, the 
flow field is assumed not to be affected by radiation, and the veloc­
ity and temperature of the fluid are represented by their mean 
values in the cross section. The heat flux qc between the fluid and 
the duct wall is assumed to be given by use of the convective heat 
transfer coefficient hc, the mean temperature of fluid Tm and the 
wall temperature Tw. In front of the inlet and at the rear of the 
outlet of the duct, the wall temperature is to be equal to its local 
fluid temperature. This assumption is equivalent to the fact that 
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Fig. 1 Schematic model of flows 

at both ends there exist reservoirs whose wall temperature are 
equal to those of the fluid. 

Umi and Um2 represent the mean fluid velocities, and &\ and &2 
the duct width. The coordinate x is taken along the duct from the 
inlet of low temperature fluid, and / denotes the total duct length. 
The subscript i = 1, 2 expresses values for the cold and hot fluids 
and the subscript j = 1, 2, 3 expresses those for the low tempera­
ture wall, high temperature wall, and intermediate wall, respec­
tively. The subscript y in the following discussion expresses values 
for the wall j in contact with the fluid i, and ij takes the values 11, 
13, 22, 23. Under these conditions the heat balance for the cold (i 
= 1) and hot (i = 2) fluids is expressed as follows: 

_ dT, 
PlCpUmiai^f = hu(TwJ - Tmi) + hn{Tw, - Tmi), 

dxt 

(i=j= 1,2) (D 

The equation of energy balance for the low temperature (/ = 1), 
the high temperature (/ = 2) and the intermediate walls (j = 3) 
can be obtained as follows: 

Irii — <7r,out (2) 

where qwj, qCij, and qrij express the heat flux through the wall j , the 
convective heat flux (hij(Twj — Tmi)) from the wall j to the fluid i 
and the radiative heat flux from the wall j in contact with the fluid 
i, respectively; qwi and qwz are the externally imposed heat input 
(or heat loss), and qu,s is the heat flow from the high temperature 
side to the low temperature side through the intermediate wall. 

<?r,outij and qr,mij can be expressed as follows: 

9r , out ij — ejaTwi + (1 £jWr, In {j 

• r Qr o u t j S -
<?r, in ij = J a /•.- -"i dt 

(3) 

wr (4) 

where ik denotes the opposite wall of the wall j in contact with the 
fluid i and Fift.x) = 2|a;2 + ft - Sj2i3/2/a;2 is the inverse of the 
configuration factor for strips on parallel plates. The combinations 
of y and ik take only four cases, (ij, ik) = (11, 13) (13, 11) (22, 23), 
(23,22). By using equations (2), (3), and (4), qr,outij and qr,\nij can 
be obtained. 

1 - £ , . 
cIr, out Ij 

Qr, In ij — J 

OT.J 
1 — £: 

tiu,j-hu(fwj-fmi)} (5) 

wins — >lik\Twk — Tmj)\ 

F,{t, x) 
-dt (6) 

The boundary conditions are given by the inlet temperatures of 
cold and hot fluids as, 

r „ i ( 0 ) = f0; 

Tmi{l) = f0 + AT, (counterf low) o r 

fm 2(0) = T0 + AT, (para l le l - f low) (7) 

Substituting equations (5) and (6) into equation (2) and nondi-
mensionalizing them lead us to the following equations. 

dTmi 

dx, 
= ( - l ) " - 1 " - ' ' ^ ^ ^ - rmi) + sti3(r„3 - rmi)J (8) 

MitTj + Tu 

M,,T„ + T 

Tmi~QijMijfJf^dti 

-Tmi-Qi3 = Maf ^ ^ d t t 

Qi3)dti (9) 

+ MiJ'{hzwi}^ Qu)dti (10) 

n = 0; counterflow, n = 1; parallel-flow, (;' = j = 1, 2). In these 
equations the following nondimensional values are introduced: 

st»-PlcPi\umi\ 
€<aT\Qu = t P ^ (ID h, 'Pi'^mi' 'Hi 

Given My, Stanton number St;y, emissivity ey and heat input (or 
loss) Qn, Q22, equations (8), (9), and (10) can be solved, and fluid 
temperature Tm,-, wall temperature Twj and heat flux through the 
intermediate wall Qa can be obtained. The parameter M,y indi-

.Nomenclature.. 

a = width of flow duct (m) 
'p = spec 
kg-°K) 

h = heat transfer coefficient (W/(m2oK)) 
I = length of flow duct (rn) 
/ = nondimensional length of flow duct = 

J/a 
M = radiation-convection parameter = 

taTtflh 
N = radiation-conduction parameter = 

2a<rf0
3A 

Nu = Nusselt number = 2ah/\ 
Pr = Prandtl number = ii/Cp\ 
Q = nondimensional heat flux = qJhTa 
q = heat flux (W/m2) 
Re = Reynolds number = 2ap\ Um\ l\i 
St = Stanton number = Nu/Re-Pr = hi 

pCp\ Um\ 

s,i,x = coordinate in flow direction (m) 
s,t,x = nondimensional coordinate in flow 

direction = s/a,i/a,x/a 
f = temperature (°K) 
T = nondimensional temperature = T/To 
AT = temperature difference (°K) 
AT = nondimensional temperature differ­

ence = Af/To 
Um = mean velocity (m/s) 
e = emissivity of wall 
X = thermal conductivity (W/(m-°K)) 
H = viscosity (Pa-s) 
p = density (kg/m3) 
a = Stefan Boltzmann constant (W/ 

(m2oK4)) 
7/ = heat transfer effectiveness of heat ex­

changer 

Subscripts 
c = convection 
i = fluid 
j = wall 
ij = wall j in contact with fluid i 
n = grid point 
r = radiation 
r, in = incoming radiation 
r, out = outgoing radiation 
w = wall 
0 = inlet of low temperature side 
1 = low temperature wall or fluid 
2 = high temperature wall or fluid 
3 = intermediate wall 
— = dimensional value 
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cates the ratio of radiative heat flux to convective heat flux, and 
Qij is the ratio of the heat flux through the wall to the convective 
flux. 

In a heat exchanger where the temperature variation of the fluid 
is considerable and radiative heat transfer is effective, the change 
of physical properties of the fluid can not be neglected. When heli­
um is the working fluid, X and /x are nearly proportional to T°-fi and 
Pr is nearly constant. St is proportional to T0-1 and M to T~0A for 
turbulent flows; therefore, the effect of temperature change on 
these two parameters is neglected in our analysis. 

A p p r o x i m a t e S o l u t i o n 

The fundamental equations (9) and (10) are nonlinear integral 
equations. Since it is not easy to obtain their exact solution by an 
analytical method, consideration of an approximate solution is re­
quired. The integrals in equations (9) and (10) take the following 
form: 

LW^&^TW*11' (12) 

If g(t) is expanded in polynomials of (t — x) around the point x, 
g(t) can be written in terms of g(x), odd terms of (t — x) and even 
terms of (t — x). In a heat exchanger, temperature and other phys­
ical properties vary monotonically along the flow direction and do 
not have maxima nor minima between the inlet and the outlet. 
Here, the coefficients of the even terms can be neglected compared 
with those of the odd terms of the polynomials, and the integrals of 
equation (12) of the odd terms vanish. Hence, only the term g(x) 
should be considered, and equation (12) can be approximated well 
by the following equation (13) at most parts of the duct except at 
the inlet, and outlet parts. 

L m^hxjw^"=g{x) (13) 

This means that the effect of radiation from a point of a wall is 
produced only on the narrow region opposite the point. 

One Duct and Constant Heat Flux Case. The present analy­
sis is first applied to the cooling of the reactor core of an HTGR by 
helium. Generally in this case, heat flux is added from one wall of 
the annular duct while the other wall is thermally insulated. By 
comparing the configuration factors for parallel plates to those for 
an annular duct as was done in the proceeding discussion, the dif­
ference that arises in assuming an annular duct as a parallel duct is 
found to be less than 5 percent when the ratio of the radii is 1.1 or 
less. 

By assuming that Qu and Q13 are constant and that hn is equal 
to /J 13, the fundamental equations in the low temperature can be 
derived by putting i = 1 in equations (8), (9), and (10). The appli­
cation of equation (13) to equations (9) and (10) gives us 

Tw3+ Twl~2Tmi = Qla + Qn (14) 

and by substituting this into equation (8) 

Tmt = 1 + S t„«? 1 3 + Qn)x (15) 

can be obtained. 
Equation (16) is assumed as follows; 

Twi = 1 + Twj + UwjX (j = 1, 3 ) . 

w„i = Stji(<?13 + Qu) ( l + /3,), o),„3 = St , i«? 1 3 + Qu)(l - /3 , ) 

(16) 

and the approximation (17) is used. 

7J + T
tJ ^ (rwi + rw3f/2, 

T « i ' ^ - (rwi + T„ 3 )V 4 (17) 

Equation (17) is rigorous when TW\ = r,„3. Since in this paper the 
difference of r,„i and TW3 is regarded as small, equation (17) is a 
fairly good approximation. Equations (13), (16), and (17) lead us to 
obtain Tw\ and Tw3 from equations (9) and (10). 

Twi = 1 + [y ,Qi 3 /2 - ( 1 + y i / 2 ) Q u ] / ( l + y,) 

+ St(Q13 + Q n ) ( l + pi)x (18) 

r,„3 = l + [(l -ri/2)Q13 + nQu/2'J/d + r i) 
+ St«?1 3 + <?u)(l -/3i)x (19) 

w h e r e 

ft = 3M'JiHQa - Qu)/(l + M ' J , 3 ) 2 , y , = M'J?, 

M' = M/(2 - e), J , = 2 + <?13 + Qn (20) 

When the cold wall is adiabatic (Qn = 0) and not heated by radia­
tion, Twi = Tm\, and the heat flux to the fluid is given only by 
h\y(Tw?, — Tmi). On the other hand, when the cold wall is heated 
by radiation from the wall 3, the heat flux supplied to the fluid is 
increased by hu-(Twi — Tmi). Therefore, when one defines the 
following heat transfer coefficient hn considering the radiation ef­
fect, the ratio of hrc to the purely convective heat transfer coeffi­
cient hc is given as 

hl£ = /<l3(f»8 - r » l ) + hit(ful - f M l ) 
K hi3(Tw3 - Tmi) 

In order to discuss the effect of radiation by equation (21), as an 
example, heat transfer in a parallel duct simulating an annular 
passage in a reactor core is calculated, and the result is shown in 
Pig. 2. 

Counterflow Heat Exchangers . In a counterflow heat ex­
changer the heat flux through the intermediate wall varies slightly 
in the flow direction, but is almost constant. Since Tm\, Tw\, and 
Tmz are given by equations (15), (18), and (19), Tm% T„,2 and Tw3 

can be shown as the functions of Q as follows if Q13 = —Q23 = Q = 
Const, is assumed: 

Tmi= 1 + T„2 + St(<? -Q2i)x (22) 

r „2 = 1 + Tm2 - [ - (1 + y2 /2)(?2 2 + y 2 (? /2 ] / ( l + y2) 

+ St(Q - Q22)(l ~ /32)x (23) 

Tw3 = l+ Tm2~[~y2Q22/2 + (1 + y 2 /2) (?J / ( l + y2) 

+ St(<? - Q22)(l + IS2)x (24) 

whe re 

ft, = 3M'J 2
2 (Q + Q 2 2 ) / ( l + M'J 2

3 ) 2 , y2 = M'J2
3, 

Tm2 = AT - Sfl(Q ~ Q22), J2=2+ 2Tm2 + Q + Q22 (25) 

Equation (24) has to be identical with equation (19). However, 
under the condition that Q is constant, both equations cannot be 
identical at every point of the wall 3. Therefore, the values given 
by equation (24) and equation (19) are assumed to be equal only at 
x = 1/2, and we then get the following equation for Q as the first 
approximation: 

200 | 400 _ 600 800 ' 1000 1200 1400 

He, 4MRi 

Fig. 2 hrc/hc versus inlet temperature of cold fluid 
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3^tgT^^-[st, + sV^jQ 
ui 1 + r ( 

2 A 2 

+ A J ^ l 2(1 + y,.)2 

- <-D'(x+ i^r ) ( ?»J = °' (* =j) (26) 

Using the solution of equation (26), the temperature distributions 
of cold and hot fluids, Tm\ and Tm% are obtained, respectively, 
from equations (15) and (22), and Tws is calculated as the average 
value of equations (19) and (24). Elimination of Q from equations 
(9) and (10) by applying equation (13) gives us 

M'(Tj - Tj) •Tml-Qu = 0, (i=j=l,2) (27) 

By making use of T„,i and Tm 2 obtained above, Tw\ and TWQ. can 
be newly obtained from equation (27). Using Tm\, Tm% Twi, Tm% 
TW3, the final form of Q can be given as a linear function of x. 

The heat transfer effectiveness of a counterflow heat exchanger 
is calculated from the following relation by using the approximate 
solution obtained in the foregoing. 

Tmi(l)~T^(0) 
T m ? ( / ) - T m l ( 0 ) 

St-l-Q 
AT 

(28) 

When St-/, M' and AT are given, Q is calculated and -q may be ob­
tained. In Fig. 3, an example is shown in the case of Qu = Q22 = 0. 
The effect is seen to increase with the parameter M' which indi­
cates the radiation effect. Circles in this figure show the exact 
values obtained from numerical calculation described below; and 
the accuracy of the approximate solution is considered to be fairly 
good within the region of AT < 1.0. In practical heat exchanger for 
high temperatures, AT could hardly exceed unity. 

Parallel-Flow Heat Exchangers. In a parallel-flow heat ex­
changer, the thermal condition of the intermediate wall is nearly 
isothermal rather than of constant heat flux. The temperature dis­
tributions of cold fluid, hot fluid, cold wall, and hot wall and the 
heat flux through the intermediate wall are expressed by an expo­
nential function. Following the same procedure as that described 
in the foregoing for the counterflow heat exchanger, one gets, 

AT(1 - e " b x ) 
T m l = 1 + J U

2 ' + SfQux (29) 

^ 2 = 1 + A r ( 1 ~1 6 " f a ) + SfQ22x (30) 

0.8 

0.6 

s>~ 

0.4-

0.2 
0.0 0.1 0.2 0.3 

M 

AT 
Twi = 1 + <?„ ~ — + (AT - <?„)(! - e-ix) 

+ St(3Q„ - Q 2 2 )A : /2 (31) 

Tw2=l -<?„ - H ^ - f A T - < ? „ ) ( ! -*-*) 

+ S t ( 3 Q 2 2 - < ? u ) . r / 2 (32) 

AT 
w3 = 1 + — + St(C?u + Qn)x/2 (33) 

w h e r e 
Q = Q,e^ 

1/2 + 4M'(1 + AT/2 ) 3 

(34) 

6 = 2st-Q„/AT, Q0 = - ; - ; ^ ; - / 2 Y 1 ' A r ( 3 5 ) 

The heat transfer effectiveness of parallel-flow heat exchanger is 
calculated from the following relation: 

" = 2L[1 e x p ( - 2 S W - Q 0 / A T ) ] (36) 

Numerical Calculation 
In the preceeding section, an approximate solution for the fun­

damental equation was obtained, while in this section the exact so­
lution for equations (8), (9), and (10) is obtained by a numerical it­
eration method. 

In a numerical calculation, the approximate solutions obtained 
in the preceeding section are used as initial values for an iteration 
calculation of temperature distributions of walls and fluids. The 
calculation method of integral (12) by finite difference is explained 
in the following. For a given x, putting s = t — x the finite differ­
ence can be expressed as As, and a linear temperature distribution 
can be assumed in the region of re As < s £ (n + 1) As. The integral 
(12) is reduced to 

/ r r r ^ ^ f T - ^ S f f r W ) ,[1 + (t-x)*]"1 

x {1 + an(s - H A s ) } 4 / ( l + s2fn]ds (37) 

where an is the temperature gradient. Equation (37) can be writ­
ten as follows by integrating its right-hand side: 

/ 
T\t)dt = E{Z,Ak„Bj (38) 

Fig. 3 Heat transfer effectiveness of counterflow heat exchangers 

where Akn is a coefficient of s when the numerator of equation (37) 
is expanded in the power series of s, and Bkn is a given function of 
n and s. In order to insure the convergence of equation (38) for 

4 
large n, the calculation proceeds until 2 AknBkn is less than 

4 *=o 
one hundredth of 2 AkoBkn. 

Counterflow Heat Exchangers. In a counterflow heat ex­
changer, the constant heat flux condition is considered to be fairly 
well satisfied even when radiation is significant. Therefore, Nus-
selt numbers reported for laminar 19] and turbulent [10] flows are 
used. Twi, T,„2, Tws, Tm\, and Tm% are obtained by making use of 
the equations reduced by eliminating Q;3 from equations (8), (9) 
and (10). The heat flux through the intermediate wall Q was calcu­
lated by equation (10), and the heat transfer effectiveness was ob­
tained from equation (28). 

Parallel-Flow Heat Exchangers. In a parallel-flow heat ex­
changer, the heat transfer condition along the intermediate wall 3 
is nearly isothermal rather than of constant heat flux. Therefore 
Nusselt numbers for the isothermal cases of laminar [11] and tur­
bulent [12] flows were used. The procedure of numerical calcula­
tion by iteration is the same as that for the counterflow heat ex­
changer. 

R e s u l t s and D i s c u s s i o n s 
Constant Heat Flux Cases. As a typical example of turbulent 

convective flow in a duct with constant heat flux along a wall, a nu­
merical calculation is done, when Reo = 104, Pr = 1.0, «i = «3 = 0.7, 

Journal of Heat Transfer AUGUST 1975 / 403 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 4 Counterflow heal exchanger (turbulent flows) 

Q n (heat input) = 0, Q13 (supplied heat flux) = 0.117, Nu0-42.8, 
To = 780°K and AT = 0.5. It is shown that hrJhc increases from 
1.05 at the inlet to 1.15 at the outlet. 

Counterflow Heat Exchangers . A representative result of 
numerical calculations for the counterflow heat exchanger is shown 
in Pig. 4. Fully developed turbulent flows are assumed in the ducts 
of the same width, St = 4.28 X 10~3 and M' = 0.0252. The rapid in­
crease of the temperature of the cold wall at the cold fluid exit and 
the rapid decrease of the temperature of the hot wall at the hot 
fluid inlet are due to the condition that the wall temperatures 
coincide with the fluid temperature at the both ends. The approxi­
mate solutions for fluid and wall temperatures obtained from 
equations (22), (23), (24), and (25) agree very well with those 
shown in Fig. 4, except in the narrow region of sharp change of wall 
temperatures near the both ends cited in the foregoing. The tem­
perature difference between Tm 2 and Tm2 and between Tw\ and 
Tm\ are due to the radiation effect. These differences become larg­
er in the higher temperature regions. It is easily understood that 
for larger values of M', Twi and T,„i approach T,„3 . In Fig. 4 the 
heat flux through the intermediate wall Q is shown by the chain 
line for the numerical result and the double-dotted chain line for 
the approximate solution. 

In Fig. 3, the values of heat transfer effectiveness obtained from 
the numerical calculation are shown with circles, and a good agree­
ment is seen between numerical and analytical solutions. There­
fore the effectiveness of counterflow heat exchangers is accurately 
calculated by equation (28). With the increase of the radiation ef­
fect, the heat delivered from the hot gas is the summation of that 
transferred by convection from the hot wall and the intermediate 
wall; therefore, the effective heat transfer surface area approaches 

X 
Fig. 5 Parallel-flow heat exchanger (turbulent flows) 
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Fig. 6 Heat transfer effectiveness of parallel-flow heat exchanger 

twice of that without radiation with the increase of M'. As seen 
from this figure, the radiation effect becomes important above M' 
= 0.01. When the flow is laminar and the duct is not long enough, 
the effect of the entrance region cannot be neglected. The heat 
transfer coefficient, is smaller for laminar flow than for turbulent 
flow. Thus, the effect of radiation is more remarkable in laminar 
flow. 

Paral le l -Flow Heat Exchangers . The temperature distribu-
tions in a parallel-flow heat exchanger for the same Reo and Pr as 
those used in Fig. 4 for the counterflow heat exchanger are shown 
in Fig. 5. The lines are those obtained from numerical calculation, 
and the temperature of the intermediate wall Tws is almost con­
stant except in the inlet region. The effect of radiation is remark­
able near the inlet and brings about a rapid increase of cold wall 
temperature and a decrease of hot wall temperature. The approxi­
mate solution agrees very well with this numerical result. In Fig. 6, 
the heat transfer effectiveness of a parallel-flow heat exchanger 
calculated by the approximate analysis is shown by the solid line 
and that obtained numerically is expressed with circles. A good 
agreement is seen between them, and the propriety of the approxi­
mate solution is proved. The tendency for an increase of effective­
ness with St4, AT and M' is almost similar to that for counterflow. 

C o n c l u s i o n 
A general and fundamental study of the effect of radiation be­

tween duct walls on the heat transfer performance of nonradiating 
gas flow in ducts was made by an approximate analysis and numer­
ical calculations. An investigation was first carried out on laminar 
and turbulent flows in a duct simulating an annular reactor cool­
ant passage when a constant heat flux is supplied along one side 
wall, and, secondly, on flows in counterflow and parallel-flow heat 
exchangers consisting of two ducts. The results can be summarized 
as follows. 

1 Although the temperature of the duct wall varies along the 
flow direction, an approximate analytical solution, based on the 
consideration that radiation from a point of a wall produces an ef­
fect only on the narrow region opposite the point agrees well with 
numerical results and is suitable for practical uses. 

2 Increase of radiative heat transfer causes decrease of the 
temperature difference between the duct walls and improves the 
heat transfer performance of the duct flow and heat exchangers 
analyzed here. The effect of radiation is more noticeable in lami­
nar flows that in turbulent flows. 

3 For counterflow and parallel-flow heat exchangers consisting 
of two ducts, the heat transfer effectiveness is proved to depend on 
three parameters: St-/, M' and AT. The effectiveness can be im­
proved by increase of these parameters. 
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ERRATUM 

E r r a t u m : U . M a g r i n i a n d E. N a n n e i , "On t h e I n f l u e n c e of t h e T h i c k n e s s a n d T h e r m a l P r o p e r t i e s of H e a t i n g W a l l s on t h e H e a t 
T r a n s f e r C o e f f i c i e n t s in N u c l e a t e Poo l Bo i l ing ," p u b l i s h e d i n t h e M a y 1975 i s s u e of t h e J O U R N A L O F H E A T T R A N S F E R , pp . 
173-178. 

q 0.25 
P a g e 175, equa t ion (3): A T = 0 . 2 7 M 

d i n ^ 0.75 

{1 + *£L [1 - eXp H .5 109 (kd)3)]} . 
P a g e 176, r i gh t -hand column, p a r a g r a p h 2, l ine 2: 0.9 m m . 

Reference 23, line 3; Izv. Akad. N a u k . 

Reference 25, line 1: Wal ls . 

Reference 28, l ine 3: Sept . 12-15 , 1973. 

Fig. 1: schemat ic . 

Figs. 3 a n d 4: th icknesses . 
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ERRATUM 

Erratum: U. Magrini and E. Nannei, "On the Influence of the Thickness and Thermal Properties of Heating Walls on the Heat 
Transfer Coefficients in Nucleate Pool Boiling," published in the May 1975 issue of the JOURNAL OF HEAT TRANSFER, pp. 
173-178. 

9 0.25 4 104 0.75 
Page 175, equation (3): t:.. T == 0.27 (-A) {1 + V; [1 exp (-4.5 109 (J?d)3)]) 

{?Pc 
Page 176, right-hand column, paragraph 2, line 2: 0.9 mm. 
Reference 23, line 3; Izv. Akad. Nauk. 
Reference 25, line 1: Walls. 
Reference 28, line 3: Sept. 12-15, 1973. 
Fig. 1: schematic. 
Figs. 3 and 4: thicknesses. 
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Transient Temperature Distributions 
in Heat-Generating Transpiration-
Cooled Tubes and Plates 
This paper investigates the transient temperature distribution in transpiration-cooled 
porous matrices, after sudden initiation of uniform internal heat generation. Analytic 
solutions are derived for the tube and plate geometries that include the effect of forced 
convection heat transfer at the gas-exit surface where the conventional heat-transfer 
coefficient is used to define the boundary condition. 

1 Introduction 

A transpiration-cooled matrix with internal heat generation may 
be used as a compact heat exchanger or chemical reactor. In these 
applications, a porous matrix is made to generate internal heat by 
passing a constant electric current longitudinally through it. In a 
compact heat exchanger, a gas is very efficiently heated by forcing 
it to transpire through a porous heat source. In a chemical reactor, 
the injection of transpiration-heated catalyst gas is used to control 
the rate of a chemical reaction taking place between the species of 
a gas mixture flowing at the gas-exit surface. In the starting opera­
tion of either of these applications, the forcing function may be 
treated .as a stepwise increase in the rate of internal heat genera­
tion, uniform with space and constant with time. For a chemical 
reactor, the flow of reacting gas at the gas-exit surface gives rise to 
significant forced convection heat transfer between the matrix sur­
face and the bulk of the reacting gas mixture. 

In many porous heat transfer matrices, heat is readily conducted 
perpendicular to the gas flow direction, and the internal wetted 
surface area and the intersticial convective heat transfer coeffi­
cient between the gas and matrix are large. These conditions cause 
the temperature of the gas and matrix to become substantially 
equal within only a few pore diameters from the gas-entry surface.1 

A direct consequence of this condition is that the gas and matrix 
temperature may be treated as being equal, affording a significant 
simplification in the mathematical analysis. Another consequence 

1 During the review of this paper it was pointed out that within compact 
heat exchangers the temperature difference between the fluid and matrix 
may become large as the transpirant flow rate is made to increase. For such 
cases, the analytic solutions of the present paper will represent approximate 
solutions for the actual matrix startup. 

Contributed bv the Heat Transfer Division for publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division October 21, 1974. Paper No. 75-HT-LL. 

of this condition is that the conventional heat-transfer coefficient 
definition may be used to define a convective boundary condition 
at the gas-exit surface of the porous matrix. Studies of transpira­
tion-cooled matrices [1-4]2 indicate that the assumption of equal 
fluid and matrix temperature is not unreasonable. 

Green [2] derived analytic solutions for the steady-state temper­
ature distribution in a heat-generating transpiration-cooled plate. 
The gas-exit surface was taken to be adiabatic. Schneider [3] used 
the finite-difference technique to analyze the steady-state temper­
ature distribution in power-producing transpiration-cooled cylin­
ders and slabs for the case of nonuniform heat generation and vari­
able thermal properties. Later Schneider [4] extended Green's an­
alytic solution to include the effect of forced convection heat 
transfer at the gas-exit surface of a porous slab generating uni­
formly distributed heat and presented similar solutions for porous 
cylinders. 

Previous time-dependent heat-transfer solutions [8-11] were de­
rived for cases involving an initial step increase in the rate of con­
vective heat transfer at one of the bounding surfaces of a transpi­
ration heat transfer system. In the following section analytic solu­
tions are derived for predicting transient temperature distribu­
tions for transpiration-cooled or -heated plates in which the forc­
ing function is a step increase in the rate of internal heat genera­
tion. 

2 Analysis 
Assumptions made in the analysis are outlined in the following: 
1 Thermal, physical, and transport properties are constant. 
2 Bate of internal heat generation is constant. 
3 Heat conduction and fluid flow are one dimensional in a di­

rection normal to the bounding surfaces. 
4 The gas and matrix temperature are equal at any position 

within the matrix. 

2 Numbers in brackets designate References at end of paper. 
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A Tube Solution. With the flow of transpirant radially in­
ward, a heat balance may be performed on a cylindrical element of 
unit length and thickness, dr, of the porous cylinder system of Fig. 
1. The sum of the net rates of heat conduction, increase in fluid en­
ergy content, and the internal heat generation is equal to the rate 
of energy storage in the cylindrical element, giving the partial dif­
ferential equation: 

2 7 r f e »£ ( r l5 + ;"c*17 + 2jrrA = 2,rrft»c»l? 

d'-v (1 + 2i^)9u 
3?) V 

+ 1 dv 
(1) 

where the dimensionless temperature excess, flow rate, radial dis­
tance, and time are given by 

Tn mC. 
v = £• V 

Assuming a solution of the form 

the following general solution to (1) is obtained: 

rf 

r/a, and F0 = ( - % - ) - C 

An BoV-'v - 4(i> + 1) 

+ if" £ e-***Fo[A„JMv) + BnYv(Pnr])] (2) 

where f$„ is the separation constant, and J„(@nri) and Y,,(ft,i;) are 
Bessel functions of the first and second kind, respectively, of order, 
j ' . At the fluid-entry surface, the rise in fluid energy is equal to the 
rate of heat conduction from the surface, or 

-2nrbkm~ = lit CAT - T0) at r = b 
m dr 

(3) 

At the fluid-exit surface, the rate of heat conduction is equal to the 
convective heat transfer from the surface, or 

-Km%-=h(T,-T) a t r = « 
dr 

(4) 

The foregoing boundary conditions may be expressed by the di­
mensionless relations: 

— = -2v(a/b)v at rj = b/a 

at) 
— H(v — vf) at t] = 1 

(5) 

(6) 

where the Biot number H = ha/Km and the temperature excess u/ 
= (Tf — To)l(\a2IKm). Applying these boundary conditions to the 

POROUS CYLINDER WITH 
INTERNAL HEAT GENERATION 

( \ , K m , C m , pm) 

Fig. 1 Porous cylinder system 

complementary function Ao + Boy 2" gives the initial condition 

Hv, 
^ - 7 f 2 " H + 2v ,, for F, < 0 and 1 == r; == b/a (7) 

Applying the boundary condition at the fluid-entry surface (5) 
leads to 

A0 = {b/af/4v (8) 

A„[HjA(3n) + /W-i(f t . ) ] + Bn[HYv{Hn) + ft7„,(/3„)] = 0 (9) 

From the boundary conditions at fluid-exit surface (6) 

Ba = 
H-2 H{b/af 

(10) 0 ~ A{H + 2v)(y + 1) H + 2v 4u(H + 2v) 

Bn\2vYAflnb/a) ~ (6/«)/3„F„i(/3„6/«)] 

+ AA2vjA(i„b/a) - (6/a)/3„JUtl(/3n6/«)] = 0 (11) 

Combining equation (9) and (11), the following characteristic 
equation is obtained: 

QnRn - SnPn = 0 (12) 

w h e r e 

P„ = 2vYA$nb/a) - (b/a)P„ y„+1(/3n&/«) 

•Nomenclature" 

a = inside tube radius 
b = outside tube radius 
C = specific heat 

FQ = dimensionless time (Fourier modu­

lus), F0 I — w ~ ) —2 (tube), or 
Km\J_ 

P ° = ( p 
(slab) ,PmCmJ 52 

dimensionless mass flow rate of 
transpirant, g = GCg b/Km 

= superficial mass flux of transpirant 
approaching fluid-entry surface 

= convective heat-transfer coefficient 
= dimensionless heat-transfer coeffi­

cient (Biot number), H = 

— (tube), OTH = -fir- (slab) 
Km A m 

K = thermal conductivity 
m = transpirant mass flow rate 
f = time 

T = temperature 
x = distance from fluid-entry surface 

(slab) 
tin — roots of characteristic equation 

<5 = slab thickness 
y = dimensionless radial distance, rj = 

r/a 
X = rate of internal heat generation per 

unit volume 
v = dimensionless flow rate, v = 

mCg/4wKm 

t = dimensionless distance from fluid-
entry surface, e = x/6 

p = density 
u = dimensionless temperature, v = 

Xa'/Km
 ( t u b 6 ) ' ° r " W/Km 

(slab) 
0 = time-dependent portion of solution 
•I = steady-state portion of solution 

Subscripts 

/ = refers to bulk fluid stream at fluid-
exit surface 

g = refers to transpirant 
m = refers to matrix 
o = refers to transpirant supply condi­

tion 

Journal of Heat Transfer AUGUST 1975 / 407 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Q„ = 2vJv{(l„b/a) - (b/a)p„Jvti(p„b/a) 

Rn = HY„(p„) + d„YvJfSn) 

S„ =/W„(/9L) + ft,J-M(A,) 
The eigen values (3n are the roots of the characteristic equation 
(12). Solving equation (11) for Bn gives 

Bn = - 4 , | * = -Anpn (13) 

Where 

p„ = QjPn = S„/Rn 

Substituting (13) into the general solution (2) and introducing the 
cylinder function C„(ft,>(), we obtain 

v=A0+ B07f - ^ 5 r i y + """p e-'n'o^cM (14) 

whe re 

cMv) = PnJMv) - QnYv(M) 
En = AJP„ 

Application of the initial condition (7) gives the following expres­
sion for En: 

S £„c;0„7,) = -A0tf - B0T,-" + 4 (J"+
2

1 } (15) 

The cylinder function has the following orthogonal property 

fvCu(M)Cv(Pmv)dn = 0 for m * n (16) 

For m = n the integral becomes 

\if[CvHM) + CVJ(M) " C„(/3„7,)C„+1(/3„7))] (17) 

Multiplying both sides of (15) by riCv(B„,r]), integrating with re­
spect to y\ over the width of the tube, and applying the orthogonal 
property (16), the following expression for the series coefficient En 

is obtained: 

Enf ' 7?C„2(/3„r?)rf7? = - / * " AA,rf + BoV-"]Cv((3„v)dv 
l l 

, 6 la J J V + 3 

Using the Wronskian relation, 

Jv,t(Z)Yv(Z) - Jv(Z)Yvti(Z) = 2/irZ 

the discrete values of the cylinder function are found to be 

Cv(p„b/a) = 2/n,flnCvtl(Pn) = 2HPJTI 

C„(j3n) = -2p„/ir, and f$„{b/a)CVti{pnb/a) = 4v/v (21) 

Substituting the integral expressions (17), (19), and (20) into (18), 
and evaluating this expression at the upper limit, r\ = b/a and the 
lower limit, ;; = 1, and making use of the discrete values of the cyl­
inder function (21), the series coefficient En is found to be 

Hp„ - 2v(b/a)" 
n ~ A? IWaf - p„2 -(Hp„/Hnf - 2v(pn/$n)

TH\ 
The final time-dependent solution is expressed by 

H-2 

(22) 

u = < ^ + 4v l4(U + 2v)(v + 1) 

Vfti H(b/af 
\if ~- if 

H + 2v 4u(H + 2v)} ' 4{v + 1) 

+ irtsE^n^cMlnV) (23) 

The steady-state portion of this solution is identical to Schneider's 
solution [4]. In the limit as the transpirant flow rate v approaches 
zero and v/ = 0, the foregoing time-dependent solution reduces to 

u = JfiWa? - 1] -\{rf - 1) + y f - In (TJ) 

+ £ Ane*nF*[Yi{pnb/a)j<){pnT}) - Jj(/3„&/a)y0(/3„T))] (24) 
n=t 

w h e r e 

-u{b/a)HJi (P„b/a) Y{ (P„b/a) 
A„ = -

OjLftfib/aYYi'fab/ri-W + m^HM/a)] 
(25) 

^ WTJ)C^"v)d11 (18) 

The first integral on the right side of (18) is equal to 

jj-[Atrf + Bt7r]Cv.i<flBv) -^ffirfCM (19) 

The second integral on the right side of (18) is equal to 

- ^ ( A . 7 , ) 2 -4v- 4]7?C„+1(/3n7?) + ^v^Cv(l3nv) (20) 

The eigen values ft, are the roots of the following characteristic 
equation: 

HJ^n)Y^„b/a) + /3nJ\(/3„)r1(0„&/a)-flJiO3„&/«)yoO3n) 

-IB„J1(j3nb/a)Yi(l3n) = 0 (26) 

B Slab Solution. Performing a heat balance on an elemental 
slice of the porous slab system of Fig. 2, the sum of the net rates of 
heat conduction, increase in fluid energy content, and internal 
heat generation is equal to the rate of energy storage in the ele­
mental slice, giving the partial differential equation: 

/C 
VT dT 
I^ G C *i7 + A = p* c» rr 

a" u 9u 
de' " ^ i e 

1 = 
9U 

(27) 

where the dimensionless temperature excess, distance, flow rate, 
and time are given by 

POROUS SLAB WITH 
INTERNAL HEAT GENERATION 

(^iKfn./'m'Cm)'-

T- Tn V=T& 

|n—/ 

(Cg) 

^ 

I $>-

A 6 2 / X ' 
e = x/5> g = £££ } and Ft = (J^) * 

Km PmCm'^ 

HOT 
^ . T G A S 

-T, F STEAM 

Assuming a solution of the form 

u(e , F0) = ip(e) + 0 ( e , F o ) 

the general solution to (24) is found to be 

D = A0 + B ^ + e/g + E e x p [ f e - (/3„2 + £)F0] 
n=l ^ 4 

x [An cos (/3„e) + Bn s in (/3„e)] (28) 

At the fluid-entry surface, the rise in fluid energy is equal to the 
rate of heat conduction from the surface, or 

dT 
Fig. 2 Porous slab system G C f ( T 0 - T ) = - i f m i ¥ a t * = 0 (29) 
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At the fluid-exit surface, the rate of heat conduction is equal to the 
convection heat transfer from the surface, or 

3T 
•Km— = h(T-Tf) at x= 5 (30) 

The foregoing boundary conditions may be expressed by the di-
mensionless relations 

gv = — at e = 0 

= —H{v- vf) at e = 1 

(31) 

(32) 

where the dimensionless heat transfer coefficient and dimension-
less temperature difference are defined by 

Applying boundary conditions (31) and (32) to the complemen­
tary function, A0 + BQegl, the following initial condition is ob­
tained: 

\}tH 
e*( 

H + g 

Applying boundary condition (31) leads to 

/i„ = i/g* 

for R S O and 0 £ e s 1 (33) 

(34) 

(35) 

The Sturm-Liousville theorem may be used to obtain the ortho­
gonal property 

/ [cos (j8„e) + xf- s in (f te)][cos (/3me) 
0 APn 

2ft, 
s in (/3me)]rfg = 0 for m * n (40) 

Multiplying equation (38) by (cos(/ime) + g/20m sin (/3me)), 
applying the orthogonal relation (40), evaluating the integrals, and 
making use of (37) gives the series coefficient 

-2AteA. + 
H 

A, = • H + g (ft
2 -)esn s in (/3„)] 

(ft2 iLvn 
St S\ tf+f(H + f) 

^ 1 + ./(H + g) S i " 2 ( ^ 

(41) 

The final time-dependent solution is given by equation (38) with 
the series coefficient given by (41). The steady-state portion of the 
foregoing solution is identical to that of Schneider [4]. In the limit 
as the transpirant flow rate, g approaches zero and vf = 0, the fore­
going time-dependent solution reduces to the well-known solution 
of Cawslaw and Jaeger [12]: 

1 1 
V = H+2 

• ^ - 2 t f S 
cos (!3„€)e-enFo 

H\ cos (/3„) KU) Hi ft W " ^ 2 " + 
where the eigen values (5n are given by the characteristic equation 

ft tan (ft) = H (43) 

Boundary condition (32) gives 

and leads to the characteristic equation 

P„(H + g) 
tan (ft) 

ft2-f(// + |) 

(36) 

(37) 

The eigen values /?„ are the roots of the foregoing transcendental 
equation. Introducing (34), (35), and (36) into (28) gives 

:[ 
H 

H + g 
(x}f-l)-he^-i>+\+ t/g 

g g2 7 
& + E \ expf f € - (/3„2 + ^ ) F 0 ] [ c o s (/3„e) + (-§-) s in (/3„e)] 

(38) 

Applying the initial condition (33), leads to the following rela­
tion: 

(~J + 
H 

¥ ( # + g)g — i e ge/2 
e • 

g • 

E A j c o s (/3„e) + - § - s in (/3„e)] (39) 

3 A n a l y t i c a l R e s u l t s 
A sample solution for the transient temperature distribution in a 

transpiration-cooled tube after sudden initiation of internal heat 
generation is shown in Fig. 3. A radius ratio, b/a = 2, an inside Biot 
number, H = 1, a transpirant flow rate, v — 0.5, and a temperature 
excess, vf = 0.5, were used for this example. In the center plot radi­
al temperature distributions are plotted for selected Fourier num­
bers (elapsed times). Initially (Fo = 0), the tube is at its initial con­
dition. As time progresses, the temperature distributions rise in 
the tube until a steady-state distribution (Fo = °») is reached. To 
the left of the center plot, the variation of temperature with time is 
plotted for the inside fluid-exit surface. To the right of the center 
plot, a similar plot is given for the outside fluid-entry surface. At 
both surfaces the temperature response appears to be exponential 
and approximately the same time is required for a steady-state 
condition to be reached. A similar set of graphs is presented in Fig. 

4 for the transient temperature distribution in a transpiration-
cooled slab after sudden initiation of internal heat generation. 

The transpirant flow rate significantly affects the transient tem­
perature distribution within a heat generating, transpiration-
cooled or -heated matrix through its enthalpy transport action 
within the matrix and at the boundary layers at its bounding sur­
faces. Variations in the transpirant flow rate will have a strong in­
fluence on the heat transfer coefficients at the bounding surfaces. 
Mickley, et al. [5] has shown that the following relation may be 

0 5 10 1.5 2.0 2.5 

Fig. 3 Transient temperature distribution in a transplration-cooied tube Fig. 4 Transient temperature distribution in a transpiration-cooled slab 
after sudden initiation of internal heat generation (p = 0.5, H = 1, b/a = 2, after sudden initiation of internal heat generation (g = 1, H = 1, and v, = 
and v, = 0.5) 1/2) 
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0.5 1.0 2.0 

TRANSPIRANT FLOW RATE, V 

Fig. 5 Response times at gas-exit surface of a transpiration-cooled tube, 
after sudden initiation of internal heat generation 

0 5 1.0 2.0 

TRANSPIRANT FLOW RATE, g 

Fig. 6 Response times at gas-exit surface of a heat-generating transpira­
tion-cooled plate, after sudden initiation of internal heat generation 

used to adjust heat transfer coefficients for the blowing enthalpy 
transport action for flow along smooth plates: 

H = s I tf* _ i (44) 

where H, is the Biot number without blowing. Recent studies [6, 7] 
indicate that this correlation (after substituting 2i> for g) is ap­
proximately valid for flow at the inside surface of a cyclindrical an-
nulus. 

For compact transpiration heat exchangers and chemical reactor 
applications, the time required for fluid-exit surface to reach a 
steady-state condition (after sudden initiation of internal heat 
generation) is of particular interest. For the purposes of the pres­
ent analysis, the "response time" is defined as the time (Fourier 
modulus) required for the temperature to reach 63.2 percent of its 
final steady-state value. Using the precedingly derived analytic so­
lutions and relation (44), charts were prepared which correlate re­
sponse times at the fluid-exit surface with respect to dimensionless 
flow rates and Biot numbers for the tube (Fig. 5) and the plate 
(Fig. 6) geometries. The Biot number, H,, is the dimensionless 
heat transfer coefficient calculated by conventional correlations 
that neglect the effect of the blowing enthalpy transport action. In 
both charts the curve corresponding to Hi* = 0 represents a condi­
tion of ho forced convection heat transfer at the fluid-exit surface. 
This condition is approached in heat-generating, transpiration 
heat exchangers. The other curves correspond to finite rates of 
forced convection heat transfer that would exist inside chemical 
reactors. Notice that for chemical reactors (HJl > 0), the response 
time initially decreases slowly as the transpirant flow rate is in­
creased. For large values of transpirant flow rate, the effect of this 

variable becomes large. The effect of forced convection heat trans­
fer, H*t on the response time diminishes as the transpirant flow 
rates increase and vanish for large transpirant flow rates. 

References 
1 Weinbaum, L., and Wheeler, H. L., Jr., "Heat Transfer in Sweat 

Cooled Porous Metals," Journal of Applied Physics, Vol. 20, Jan. 1949. 
2 Leon Green, Jr., "Gas Cooling of a Porous Heat Source," Journal of 

Applied Mechanics, TRANS. ASME, Vol. 19, No. 2, 1952, p. 173. 
3 Schneider, P. J., "Numerical Method for Porous Heat Sources," 

Journal of Applied Physics, Vol. 24, No. 3, Mar. 1953. 
4 Schneider, P. J., "Temperature and Thermal Stresses in Transpira­

tion-Cooled Power-Producing Plates and Tubes," Jet Propulsion, Vol. 27, 
Aug. 1957. 

5 Mickley, H. S., Ross, R. C, Squyers, A. L., and Steward, W. E., 
"Heat, Mass, and Momentum Transfer for Flow Over a Flat Plate With 
Blowing or Suction," NACA TN 3208, July 1954. 

6 Kalny R., "Measurements of the Effect of Suction on Friction and 
Heat Transfer at the Outer Wall of an Annular Turbulent Flow," PhD the­
sis, Department of Mechanical Engineering, University of Maryland, 1970. 

7 Aggarwal, J. K., and Hollingsworth, M. A., "Heat Transfer for Tur­
bulent Flow With Suction in a Porous Tube," International Journal of 
Heat and Mass Transfer, Vol. 16, 1973, pp. 591-609. 

8 Schneider, P. J. and Brogan, J. J., "Temperature Response of a Tran­
spiration-Cooled Plate," Journal of the ARS, Vol. 32, No. 1, Jan. 1962. 

9 Jiji, L., "Transient Response of a Transpiration-Cooled Cylindrical 
Surface," AIAA Journal, Vol. 3, No. 11, Dec. 1965. 

10 Burch, D. M., Peavy, B. A., and Allen, R. W., "Time-Dependent 
Transpiration Heat Transfer in Porous Cylinders," JOURNAL OF HEAT 
TRANSFER, TRANS. ASME, Series C, Vol. 96, May 1974. 

11 Burch, D. M., "Thermal Analysis for a Transpiration-Cooled Plate," 
Paper for Masters Degree at University of Maryland, July 1970. 

12 Cawslaw, H. S., and Jaeger, J. C, Conduction of Heat in Solids, Clar­
endon Press, Oxford England, 1959. 

410 / AUGUST 1975 Transactions of the ASME 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



N. Hay 
Senior Lecturer, Department of Mechanical 

Engineering, University of Nottingham, England 

P. D. West 
Lecturer, Department of Mechanical and 

Production Engineering, Derby College of Art and 
Technology, Derby, England 

Heat Transfer in Free Swirling Flow 
in a Pipe 
The local heat transfer coefficient, for air flowing through a pipe with a swirling motion, 
was measured at various stations downstream of the swirling air inlet. The swirling mo­
tion of the air was produced by a single tangential slot, initially at 90 deg to the pipe 
axis, through which the air was introduced. The dimensions of the slot and the angle of 
tangency were varied and the resultant flow field inside the pipe was measured and ex­
pressed in the form of local "swirl numbers." The augmentation of heat transfer was 
found to be a function of the swirl number and a correlation for this function is present­
ed. At some locations, the augmentation can be as much as eight times the value for fully 
developed nonswirling turbulent flow. 

Introduction 

This investigation stems from the field of gas turbine blade cool­
ing. More effective blade cooling is continually being sought, in 
order to be able to operate at higher turbine inlet temperatures, 
and hence higher efficiency. Various methods of augmenting the 
heat transfer coefficient on the cooling air side of the blade have 
been tried, as detailed by Halls [1, 2].1 Some of the cooling pas­
sages in the rotating blades are small and circular. Augmentation 
of the heat transfer coefficient in these passages may be achieved 
by side entries giving the cooling air a swirling, motion. The objec­
tive of this investigation was to measure the local heat transfer 
coefficients for air flowing through a circular pipe with a swirling 
motion such as might occur in a turbine blade cooling situation. 

Previous Work 
In the investigations of swirling flows, the most useful develop­

ment has been the concept of the swirl number which adequately 
defines the local flow field. 

The swirl number is defined as 

S = 
GrR 

which is effectively the ratio of the angular momentum to linear 
momentum flux of the swirling airstream. This concept was used 
by Leuckel [3] and Kawaguchi and Sato [4] and later by Senoo and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division November 18,1974. Paper No. 75-HT-YY. 

Nagata [5] who have used the swirl number to correlate friction 
coefficient measurements for swirling flow in pipes. 

The heat transfer aspects of swirling flows were investigated by 
Gutstein, Converse, and Peterson [10] who used helical vane in­
serts along the heated tubular test section in which air was the 
working fluid. The heat transfer rates and pressure drops in­
creased substantially as the insert pitch to tube diameter ratio de­
creased. Lopina and Bergles [11] have carried out tests with full 
length twisted tapes along the test section tube, with water as the 
working fluid. For a constant pumping power a comparison of swirl 
and straight flow indicated an improvement in heat transfer rate 
of at least 20 percent with swirling flow. 

Narezhnyy and Sudarev [12] and Ivanova [13] used swirl genera­
tors at the pipe inlet only, in the form of helically twisted inserts 
and vane swirl generators, respectively. These produced a free 
swirling flow in the heated test sections and increases in the heat 
transfer rates which depended on inlet angle. Migay and Golubev 
[14] also show that free swirling flow increases the heat transfer 
rate, and present theoretical and experimental data which are in 
agreement. 

In work by Blum and Oliver [15] the local heat transfer coeffi­
cients were determined for air and carbon dioxide in an electrically 
heated tube. An initial vortex generator, with four square slots was 
used to inject the gas tangentially into the tube. The heat transfer 
coefficients were derived from the tube wall temperatures assum­
ing a uniform heat flux and a linear temperature rise for the fluid. 
The directions of the flow were explored in a separate experiment. 

It is interesting to point out the similarities and differences be­
tween the experimental arrangements of Blum and Oliver [15] and 
the present work. In both cases air was swirled in a pipe with a 
swirl generator at the inlet. The method of swirl generation was 
different being symmetrical in the former and unsymmetrical in 
the latter. In the present work all heat transfer and flow field mea­
surements are taken in the same pipe and the swirling flow is 
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cooled. The local heat transfer coefficient is measured at the wall 
using heat flux meters. 

Blum and Oliver measured a local heat transfer coefficient at 
the pipe inlet which was about 10 times that for fully developed 
nonswirling turbulent flow and about 2.5 times the value at pipe 
entry without swirl. 

In all cases of swirling flow the heat transfer rates are increased 
at the expense of increased pumping power. 

In this investigation the concept of the swirl number, which has 
been used so far to describe the flow field only, is successfully ex­
tended to correlate the heat transfer performance of cooled swirl­
ing air flows. 

Apparatus 
Fig. 1 shows the arrangement of the experimental apparatus. A 

full description is given by West [17]. Air is induced from the at­
mosphere by a centrifugal fan and delivered through a flow 
straightener, metering orifice, and heater to a mixing chamber. 
The air heated to 75°C then flows through a single rectangular 
cross-sectioned inlet duct of variable aspect ratio, and enters the 
swirl pipe test length tangentially, at an angle of 90, 60, or 30 deg 
to the pipe axis. This single inlet slot produces a swirling air flow 
down the pipe to the end open to atmosphere. A long inlet pipe is 
used when testing for fully developed nonswirling turbulent flow. 

The swirl pipe is a clear acrylic (perspex) cylinder 50.8 mm (2 
in.) ID, 15.9 mm (% in.) wall thickness and 914 mm (36 in.) long. 

There are holes in the pipe at 10 axial measuring positions for 
locating heat flux meters, velocity probes and temperature probes. 

A three-tube probe is used for traversing and determining the 
magnitude and direction of the velocities of the swirling air stream. 
This probe was designed using tube dimensions given by Bryer, 
Walshe, and Garner [16]. 

Heat Flux Meters (HFM) 
Eighteen heat flux meters (HFM) are situated in the wall of the 
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Fig. 1 Swirling flow rig 

swirl pipe at various axial and angular positions from the pipe inlet 
to determine the local heat flux densities from the airstream. The 
heat flux meters are in the form of cylindrical plugs fitted into the 
wall of the swirl pipe. The pure iron sensing area is made flush 
with the inside surface of the pipe and is in contact with the air­
stream. 

The HFM (Fig. 2) consists of a pure iron core, a cork internal in­
sulator, and a cork sleeve insulator. Constantan wires are soldered 
to each end face in grooves, and to each end of the central stem of 
the iron core. These wires together with the pure iron core and an 
iron wire, provide iron-constantan thermocouple combinations for 
temperature measurement. 

. .Nomenclature* 

A = cross-sectional area of the 
swirl pipe (m2) 

D = nominal inside diameter of 
the swirl pipe 

Gx = local axial flux of linear mo­
mentum (kg m/s2) 

Gx = 2v f*~* pru2dr 

Go = local axial flux of angular mo­
mentum (kg m2/s2) 

Ge = 2it f pr2uvdr 

h = local heat transfer coeffi­
cient (fluid to wall) (W/ 
m2°K) 

t„ = heat transfer coefficient for 
fully developed nonswirling 
turbulent flow in a pipe 
(W/m2°K) 

k = thermal conductivity of the 
airstream (W/m°K) 

Nu* = 

Nu 

Nu/Nu 

Nu = local Nusselt number, Nu = 
hP 
k 

local Nusselt number, Nu* = 
hx 

Nusselt number for fully de­
veloped nonswirling tur­
bulent flow in the pipe Nu 
h~D 

k 
heat transfer augmentation 
Prandtl number 
local heat flux density from 

the air stream to the pipe 
wall (W/m2) 

any radius in the swirl pipe 
inside radius of the swirl pipe 

pUP 

M 

local Reynolds number Rex 

pUx 
ti 

Ge 
GXR 

= local bulk stagnation temper­
ature of the airstream (°C) 

Pr 
q" 

R 

Re 

Re* 

Reynolds number Re : 

S = local swirl number S • 

T„ 

rw = local wall surface tempera­
ture inside the swirl pipe 
(°C) 

u = axial component of point hel­
ical velocity of the air­
stream in the swirl pipe 
(m/s) 

U = mean axial velocity of the 
airstream (m/s) 

v = tangential component of 
point helical velocity of the 
airstream in the swirl pipe 
(m/s) 

x = axial distance along the swirl 
pipe from the inlet 

a = local airstream angle, mea­
sured from the swirl pipe 
center line upstream direc­
tion (deg) 

rjn = inlet duct angle (deg) 
<t> = "a function of" 
H = dynamic viscosity of the air­

stream (Ns/m2) 
P = density of the airstream kg/ 

m3 

8 = angular position in the swirl 
pipe (deg) 
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Fig. 2 Heat flux meter 

The heat flux density is calculated from the temperature differ­
ence across the end faces and the thermal resistance of the HFM. 
This value was checked using the temperature drop along the stem 
and the thermal resistance of the stem, and indicated some heat ' 
leakage. 

Calibration tests were carried out on the HFM, and while it was 
difficult to determine the accuracy exactly, it is estimated to be in 
the order of ±5 percent. 

The iron sensing surface of the HFM is at a lower temperature 
than the surrounding wall inside surface. This causes a local dis­
tortion and step in the temperature boundary layer of the air flow, 
and produces a local heat transfer coefficient which is higher than 
for the immediate surrounding surface. The magnitude of this in­
crease was estimated from thermocouples mounted in the HFM 
cork end face adjacent to the sensing surface and found to be 
about 40 percent. Additionally, the heat transfer coefficients mea­
sured by the HFM for fully developed nonswirling turbulent flow 
were found to be about 40 percent higher than the values given by 
the correlation 

Nu = O.O23Re0-8Pr0 ,3 

This thermal entry effect on the HFM together with any heat leak­
age effects can be compensated for to a large extent by looking at 
the augmentation of heat transfer given by the ratio of Nusselt 
numbers, Nu/Nuo. where both Nu and Nu„ are obtained in the 
same pipe, over the same range of Reynolds number using the 
same heat flux meter, except that for Nu» the flow is not swirling. 
This approach has been adopted here for presenting the majority 
of the heat transfer results. 

T e s t s a n d D i s c u s s i o n of R e s u l t s 
Table 1 presents a summary of the tests carried out with the 

main flow parameters. The results will be discussed first from the 
flow field aspect and then the heat transfer aspect will be covered. 

Swirl ing Flow Field. Detailed probing of the flow field for 
various geometries and flow rates were made. Typical distribution 
of air stream angle, axial velocity component, and tangential veloc­
ity component are shown in Fig. 3. These nondimensional profiles 
are similar for the range of Reynolds numbers. The velocity profile 
shapes are similar to those obtained by Senoo and Nagata [5], 
Kreith and Sonju [6], Johnson [7], Bruum [8], and Linderstrom-
Lang [9] in swirling and vortex flows with symmetrical swirl gener­
ation at the pipe inlet. An unsymmetrical swirling flow is produced 

in this work, which tends to become more symmetrical as the swirl 
gradually decays down the pipe. The main mass flow rate of air 
down the pipe is concentrated in the outer regions, and there is 
some recirculation or reverse flow of about 3 percent in the central 
region within a core of r/R = 0.4. The center of the swirling flow is 
offset from the pipe center line (this is caused by the single tan­
gential entry) and is helical about the pipe center line. The unsym­
metrical swirling flow may be visualized as a helical band or ribbon 
of air with regions of recirculation in between as indicated in Fig. 
3. An inlet swirl generator with symmetrical vanes would have pro­
duced a more symmetrical swirling flow, but the practical case of 
turbine blade cooling, from which the project arose, would most 
probably have the simpler single tangential entry. 

The results from tests with a smaller aspect ratio of 2.0 and a 
smaller inlet area, show that higher tangential velocities at inlet 
are created, and continue for the whole length of the swirl pipe. 
The airstream angles and axial velocity components vary in a simi­
lar way to Fig. 3, but with some distortion due to the higher turbu­
lence level. 

Fig. 4 shows how the swirl number varies with the axial distance 
parameter x/D in the swirl pipe, for the tests with the 90 deg inlet 
duct and aspect ratio of 3.76. There is a scatter of points due to the 
unsymmetrical nature of the swirling flow and they show that the 
swirl number is not a simple function of x/D and Re. The most 
consistent results are for a low Reynolds number with a lower tur­
bulence level, and a mean curve can be drawn for a natural decay 
having the simple equation S = 1.72 exp(—0.04 x/D). 

For an aspect ratio of 2.0 and various inlet duct angles (30, 60 
and 90 deg) the scatter of points is much greater as shown in Fig. 5, 
indicating the swirling ribbon of air flowing down the pipe with 
less swirl in the airstream outside the main ribbon. This ribbon ef­
fect is exhibited at low x/D and is more pronounced at the lower 
inlet duct angle of 30 deg. The 90 deg inlet may produce a tighter 
flow helix and a more rapid convergence to a symmetrical swirl. 
The degree of asymmetry of the swirl depends on the inlet duct 
angle but in all cases the flow fuses toward uniformity after x/D ca 
5. 

Augmentat ion of Heat Transfer . In all cases the swirling 
flow gives higher values of local heat transfer coefficients than for 
fully developed nonswirling turbulent flow. Also the local heat 
transfer coefficient increases with increasing Reynolds number. 
Fig. 6 shows a plot of heat transfer augmentation, (Nu/Nu„), 
against the axial distance parameter (x/D). The test results with 
the 90 deg inlet and aspect ratio 3.76 show hardly any variation 
with Re. The local heat transfer coefficients are about eight times 
higher at the pipe inlet and reduce with axial distance down the 
pipe to about three times higher than for fully developed nonswirl­
ing turbulent flow at the pipe outlet (x/D = 17.5). It will be noted 
that with parallel flow there is a thermal entry region in a pipe for 
several diameters from the inlet where the local heat transfer coef­
ficients are higher than for fully developed values. With swirling 
flow the thermal entry length is much shorter and the two effects 
of pipe thermal entry and swirling flow, are merged to give the 
high values of local heat transfer coefficients. 

The effect of reducing the aspect ratio to 2.0, with the 90 deg 
inlet duct, is to increase the local heat transfer coefficients, which 
is to be expected owing to the higher values of tangential velocities. 

If the aspect ratio is constant at 2.0, it can be seen that the local 
heat transfer coefficients increase with increasing inlet duct angle 
from 0 to 90 deg. This is to be expected also due to the increasing 
tangential velocities and extended helical flow path of the air. 

A plot of the heat transfer augmentation (Nu/Nuoo) against swirl 
number (S) for a large number of tests as shown in Fig. 7 yielded 
the following correlation 

In this correlation the condition that Nu/Nuo - • 1 as S —• 0 is sat­
isfied. Generally with the low Reynolds number the experimental 
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Fig. 3 Air stream angle, axial and tangential velocity distributions in free 
swirling flow; 90 deg inlet duct, aspect ratio of 3.76 

results are consistent. The swirling flow is more symmetrical and 
the scatter of points is about ±15 percent. However, with the high­
er Reynolds numbers the swirling flow is unsymmetrical and this 
together with the higher level of turbulence, reduces the accuracy 
of measurements; hence the scatter of points is greater, but the 
majority of the readings are still within ±40 percent. 

Compar i son W i t h Other Work 
Data from the paper by Blum and Oliver [15] have been repro­

cessed and shown in Fig. 6 for comparison. Their results for swirl­
ing flow appear to be about 25 percent higher than the results pre­
sented in this paper. This may be due to a higher degree of swirl 

produced in their apparatus, where the air enters the swirl tube 
through four slots at 90 deg to the tube axis. Also the results pre­
sented in this paper are for air which is being cooled while the air 
was being heated in Blum and Oliver's experiment. 

The lower line in Fig. 6 gives Blum and Oliver results for non-
swirling turbulent flow showing the thermal entry effect in the 
inlet region of a pipe. The authors results for swirling flow are 
higher than this line, as would be expected. 

Narezhnyy and Sudarev [12] gave a correlation for the heating of 
swirling flow in the form 

Nuv c Re,. 
w h e r e 

1-5 

S 

-0-O4-X/D 
S = 1-72 e x > o 

2-o 

s - • 9 o ' 2AGZO 

3 o , 21170 
<oO° 13080 

O 2 4 Q, 8 10 12 14. IS, IB o-

Fig. 4 Local swirl number variation in the swirl pipe with 90 deg Inlet duct Fig. 5 Local swirl number variation in the swirl pipe with 30, 60, and 90 
of aspect ratio 3.76 deg Inlet ducts of aspect ratio 2.0 
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Fig. 6 Local heat transfer augmentation in the swirl pipe for air in free 
swirling flow 

NuT = 
hx 
k 

Re* = pUx/ii and c is a function of the inlet angle am and the 
ratio (IID) of the total length of pipe. The Nusselt numbers and 
Reynolds numbers are expressed in terms of the distance along the 
tube because the flow is continually developing. Fig. 8 shows a plot 
of Nu* against Re* for the full range of the present swirling flow 
tests. There is a scatter of points and the effects of different flows, 
aspect ratios, and inlet angles are not obvious. However, a mean 
straight line can be drawn through the points and a lower line to 
allow for thermal entry effects on the heat flux meter previously 
estimated to be 40 percent gives the correlation 

5 

4 

3 

2 

N u , 

( M O T E , PLOTTED TEST VALUES 
ARE" WITHOUT THERMAL EMTKy 
CORRECTION! ON! THE HFM's ) 

N u , = 0 - l l 9 l ? e x 
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EMTKy EFFECT ON THfc 

H F M s ) 
NAKEZ-MNyy AMD SODAREV 

(SWIRL &BJERATOK. INLET AN&LE =75°] 
(LENGTH/b lAMETER KATIO = = . 0 ) 

R e , 10" 

Fig. 8 Local Nusselt number (Nux) correlation with local Reynolds num­
ber (Re„) for air In free swirling flow in a pipe 

to ±40 percent for the full range of inlet duct angles, aspect ratios, 
and Reynolds numbers, and to ±15 percent for a 90 deg inlet duct 
and low Reynolds number (Re ~ 10000). 

The values of Nu„ should be obtained from a relevant correla­
tion for fully developed nonswirling turbulent flow. For example, 
for cooling of a fluid the Dittus-Boelter equation would be used 

Nuv = 0.119 Re v (2) 

Fig. 8 also shows the highest of the Narazhnyy and Sudarev results 
for a swirl generator inlet angle of 75 deg. Their line lies below and 
parallel to this correlation. The slopes correspond to an index of 
0.8 in both cases but the Nusselt number is 20 percent lower than 
the present result in contrast with Blum and Oliver's results which 
were 25 percent higher. 

C o n c l u s i o n s 
The local swirl number (S) appears to adequately define the 

flow locally and is therefore considered a suitable parameter in 
swirling flow heat transfer data correlation. For a single tangential 
air entry the following correlation applies for x/D > 0: 

Nu 
Nu«, 

= (S + l ) 1 

Nu„ = 0.023 R e 0 ' 8 P r 0 ' 3 

An expression for the local swirl number in terms of pipe and 
flow parameters is more complex. With a single tangential inlet 
duct to the swirl pipe, a correlation for the swirl number may be of 
the form 

S = 0{£, e, ala, Re} 

For low Reynolds numbers (Re ~ 10000) and an inlet duct angle of 
£Yjn = 90 deg and when the swirling flow is reasonably symmetrical 
and decaying naturally, 

The present tests gave for this condition 

S = 1.72 exp( -0 .04 x/D) 

IOO 

Kliy 

oc 

10 

s 
A 
3 

Nu. = (S-f l) 
Nu. 

1-15 
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Fig. 7 Local heat transfer augmentation (Nu/Nifco) correlation with local 
swirl number (S) for air in free swirling flow in a pipe 

Journal of Heat Transfer AUGUST 1975 / 415 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Summary of test program with the main flow parameters 

Inlet duct Inlet duct Air mass 
angle a^ aspect ratio flow rate 

Test No. (deg) _ b m (g/s) 
Ar~d 

Nonswirling 
turbulent 
flow 

73 0 — 15.4 
71 0 — 19.8 
72 0 — 25.2 

Swirling flow 
29-38 90 3.76 8.5 
14-28 90 3.76 20.0 
39-48 90 3.76 30.0 
49-58 90 3.76 40.1 
59-70 90 2.0 20.1 
74-83 30 2.0 17.1 
84-93 60 2.0 15.5 

T h e values of local h e a t t ransfer coefficients a n d cor re la t ions com­

p a r e well wi th work of o the r a u t h o r s a n d fall be tween t h o s e of 

B l u m a n d Oliver [15] a n d N a r a z h n y y a n d S u d a r e v [12]. 
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Transient Response of Straight 
Fins 
The transient response of a fin of constant area of cross section and perimeter, with its 
end insulated, is analyzed using Laplace transforms. Solutions are developed for small 
and large values of times when the base is subjected to a step change in temperature or 
heat flux. Fins with base subjected to sinusoidal temperature or heat flux are also ana­
lyzed. Typical results are represented in graphical form. 

The performance of fins under steady-state conditions has been 
studied in considerable detail but the transient response of such 
surfaces to changes in either base temperature or base heat flux 
has not received much attention. The results of only one study by 
Chapman [ l]1 appear in the literature. Chapman determined the 
transient response of an annular fin to a step change in the base 
temperature. The solution obtained by the separation of variables 
is given in the form of a series. 

There are situations where straight fins of constant area of cross 
section and perimeter may be subjected to a variety of unsteady 
conditions at the base. Two such possibilities are the base temper­
ature or base heat flux being some known arbitrary function of 
time. Using Laplace transforms, solutions are developed for a step 
change in base temperature or heat flux and for the case of the 
base temperature or heat flux being a sinusoidal function of time 
with unit amplitude. These solutions, when combined suitably, 
will yield the transient response to an arbitrary time dependent 
base temperature or heat flux by expressing these as a Fourier se­
ries. Laplace transform technique is preferred to that of separation 
of variables for two reasons. Solutions to the conduction equation 
obtained by the use of either technique, quite often tend to be slow 
in convergence for small values of time. However, with Laplace 
transforms, rapidly convergent approximate solutions, valid for 
small values of time, can be more easily obtained. Secondly, it is 
simpler to develop solutions to the conduction equation with si­
nusoidal boundary conditions (with respect to time). 

The model of the fin analyzed is shown in Fig. 1. A fin of con­
stant area of cross section and perimeter is perfectly insulated at 
the end (X = 0). When the end is not insulated, Harper and Brown 
[2] have shown, that under certain circumstances, an equivalent 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division March 10, 1975. Paper No. 75-HT-GGG. 

fin with end insulated can be obtained by suitably increasing its 
length. It is assumed that one-dimensional analysis is valid. One-
dimensional analysis has been shown to be valid under steady-
state conditions for small Biot modulus by Irey [3] and Levitsky 
[4], Lau and Tan [5], and Crank and Parker [6]. Initially, the fin is 
in equilibrium with the surrounding fluid. The base of the fin (X = 
L) may be subjected to a time dependent temperature or heat flux. 
The convective heat transfer coefficient, the temperature T„ of 
the surrounding fluid, and properties of the material of the fin are 
all assumed to be constant. 

(i) Step Change in Base Temperature. The differential 
equation for the temperature of the fin is 

= 0 d2T ~„ 1 ST 

1)}? K "' a 3 T 

where fh2 = hP/KA. The boundary and initial conditions are 

0 

X = 0 

X = L 

T = T„ 

dT 

ax 
= 0 

T = Tn 

In terms of the nondimensional variables, 

82e , „ ae 
dX2 

T 

m26 -

o e 

= 0 

(1) 

(2) 

(3) 

0 

Insulated 
End 

Fig. 1 Model of fin 
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X = 0 

X = 1 

ax = o 

l 

(4) 

Taking the Laplace transform with respect to time, the trans­
formed equation and associated boundary conditions are 

dX2 ( w , + s)( 

de 

0 

x = o Tx=o 

X = 1 

The solution in the transformed plane is given by 

- 1 cosh ( / w 2 + sX) 
s cosh (V m- + s ) 

The inverse transform is then obtained from 

(5) 

(6) 

(7) 

1 r7*1" e^cosU-J m"1 + zX) = c o s h w l 

2iri 

+ £ 
(-!)"(2w - l)ire 

3h ( V V + z) 
2 

- ( ( 2 n - l ) 2 " T * m 2 ) T 

c o s h w 

cos{(2« - 1 ) - X } 
(8) 

(2M ~ 1 ) 2 | + w 2 

The convergence of this series is rather slow for small values of 
m 2 r and it is desirable to find a more rapidly convergent solution 
for small values of time, i.e., for large values of s in the trans­
formed plane. From equation (7) we have 

- _ 1 cosh {im1 + sX) 
s cosh (Vm ! + s) 

j e-U-X)/m2*s 4. e-<.l*X)-/m2*s 

s 1 + e - 2-Jm2 + s 

For large values of s, 

(1 + e-^^syl ~ l 

Substituting equation (10) into (9), 

+ e 

-2-/mi*s 

(9) 

(10) 

_ ± r e . ( l - X - ) / m 2 + s 4. a-ii*X)/m2*s 

-<3-X>ym2 ts -<3+X) /m 2 +s l r " " " " " ° - e- .„- , -„ . .„j m) 

The inverse transform of a term of the type e - W " ™ / s i s given 
by 

-t[? ] = f e -m 2 t ^ - l r e - / (x ) /5 - 'rfr (12) 

In general, the value of m in engineering practice rarely exceeds 5 
and hence small values of r also imply small values of mlr. For 
values of m 2 r = 0.01, e _ m 2 ( in equation (12) varies from 1.0 (T = 0) 
to 0.99 (m2r = 0.01), a variation of 1 percent. Hence, the term 
e-m2( ; n t j j e integral of equation (12) can be replaced by its inte­
grated mean value defined by 

_ 2 » 
7,2/ 

T ' 
dt 

1 
(13) 

We then have, for m2r < 0.01, 

- ir^ 
. / ( X ) / m z + s 

f ^[e-f^^dt 

„.fi.x)-rs 
(14) 

The inverse transform in equation (14) is readily obtained using a 
table of transforms [7] and the temperature valid for small values 
of time is given by 

1 - e-
- [ e r f c ( -

X-) + e r fc(V^) 

e r f c ( -

2/7 

J^) - erfc(^4=^)] <15> 2 / 7 2 / 7 

The nondimensional heat flux at the base of the fin (X = 1) is 
given by 

K0n 

if (16) 

Using equation (15) for small values of time and equation (8) for 
large values of time, the heat flux at the base is then given by, for 
large values of time 

(h"{X = 1) 
m s inh m 

cosh m 

(2H - l ) 2 ^ e . [ ( 2 n - l ) 2 5-2+m2]T 

+ 2 
[(2» - l ) 2 + mL 

and for small values of time, 

q0"(X = 1) 
1 - e-mL\ 1 L 

2eT + e T" 

(17) 

(18) 

The temperature distribution 8(X,T) obtained by using ten terms 
in the series of equation (8), and equation (15) are shown plotted 
in Fig. 2 for different values of m and T. A comparison of the values 
obtained from these two equations shows that equation (15) for r 
< 0.01 and equation (8) (with ten terms) for T > 0.01 would be ap­
propriate for the range of values of m considered here, m = 0.01 to 
m = 10. From an examination of equation (8) it can be seen that 
the value of the temperature reaches within 1 percent of its steady-
state value when 

"Nomenclature-

A = area of cross section of fin 
C = specific heat of fin 
h = convective heat transfer coefficient 
K = thermal conductivity of material 

of fin 
L - length of fin 

HP 1 / 2 

m = fhL 
P = perimeter of fin 
p = dimensionless temperature ampli­

tude equations (26) and (35) 

qo" = heat flux at base of fin 
qo"L 

qo" = dimensionless heat flux —Z7~r~ at 
K do 

base of fin 
T = temperature of fin 

To = temperature at base of fin 
TL, = temperature of fluid surrounding 

fin 
X = distance from insulated end 
X = dimensionless distance X/L 
Y = dimensionless distance from base 

a-x/L) 
a = thermal diffusivity (K/pC) 

r) = dimensionless temperature 

8 = dimensionless temperature 

p = density of material of fin 
T = time 

(T-

(qo' 

T-

- T J 

'L/K) 

-T 
T o - T 

T = dimensionless time 
L2 

= period of oscillation 
~ J 2 

= dimensionless period of oscillation ( ) 
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Fig. 2 Transient fin temperature 

„2, i 2 i 
ire ' cosh m 

< 0.01 

T > 

;H2 + ifji 

1 . .1007T cosh m 
In H2 + 772/4 »72 + 7T2/4 

(19) 

Minimum values of T obtained from equation (19) for different 
values of m are given in the following: 

m 0.01 0.1 1.0 2.0 5.0 10 
rmin 1.96 1.95 1.42 0.805 0.245 0.101 

For short fins (corresponding to small values of m), the dimension­
al time to reach "steady state" should increase with increase in 
length of fins. The values given in the foregoing confirm this. 
When m is increased from 0.01 to 0.1, the nondimensional time re­
mains approximately constant, indicating that the dimensional 

T = —-1 increases substantially. However, with values of m 

beyond 2, the fin rapidly approaches the infinite fin. In this case, 
the dimensional time to attain steady state should be relatively in­
sensitive to increases in length (or m) i.e., the nondimensional time 
should decrease. This is also confirmed by the values given in the 
foregoing for m > 2. 

Values of base heat flux for different values of m and T are 
shown in Table 1. 

From an inspection of the values given in Table 1, two inter­
esting features can be noted. The value of the base heat flux qo", is 
relatively insensitive to changes the value of m for small values of 
T. An inspection of equation (18) leads to the same conclusion. The 
value of the terms in parenthesis in the equation is close to 1.0 for 
small values of T and 

Qo' 
1 - e-mT 1 - ( 1 - »12T) 

vjr;H'rJ" iirnrr' 

In dimensional form equation (20) becomes 

_ 1 
(20) 

<7o ' 
JKpC(T0 - T„) 

indicating that, initially, the base heat flux is essentially indepen­
dent of the convective heat transfer coefficient. This can be ex­
plained as follows. Physically, for a given configuration (with h as 
the only variable), different values of m indicate different heat 
transfer coefficients. But initially, all the energy transfer at the 
base goes to increase the internal energy of the fin, and hence, the 
convective heat transfer coefficient has little effect on the base 
heat flux. The second feature is the lack of symmetry in the mini­
ma for the base heat flux for r = 0.01 — 0.1. At these values of T, 
qo" reaches a minimum at m = 2-5. This can be explained as fol­
lows. Considering the length of the fin as the only variable, the be­
havior of a fin is essentially that of an infinite fin for values of m 
greater than, say, 3. In such cases the dimensional time (f) to reach 
steady state and the steady-state base heat flux (qo") should both 

0.0001 

Table 1 Base heat flux for different values of m and T 

r 
0.001 0.01 0.1 1.0 10.0 100.0 

0.01 
0.1 
0.6 
0.8 
1.0 
1.5 
2.0 
5.0 

10.0 

56.32 
56.32 
56.4 
56.4 
56.4 
56.4 
56.4 
56.3 
56.15 

17.8 
17.8 
17.8 
17.8 
17.8 
17.8 
17.8 
17.6 
16.98 

11.28 
11.27 
11.0 
10.82 
10.6 
10.18 

9.8 
8.99 

11.01 

3.57 
3.56 
3.37 
3.263 
3.157 
2.984 
2.979 
5.0398 

10.00 

0.339 
0.344 
0.5288 
0.6733 
0.8504 
1.376 
1.9304 
4.9995 

10.00 

0.999 10-" 
0.997 10-2 

0.3222 
0.5312 
0.7616 
1.3577 
1.928 
4.9995 

10.00 

0.999 10 
0.997 10 
0.3222 
0.5312 
0.7616 
1.3577 
1.928 
4.9995 

10.00 
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be insensitive to increases in m. Consequently the corresponding 

dimensionless time 
KL2/ 

should decrease with an increase in m 

and the base heat flux ( ) should be directly proportional to 

m. Thus, doubling the value of m from 5 to 10, reduces the dimen­
sionless time taken to reach steady state from approximately 1.0 to 
around 0.1 and almost doubles the base heat flux from 4.995 to 
10.00. 

(ii) Transient Response to a Sinusoidal Base Temperature 
With Unit Amplitude. The differential equation and the bound­
ary and initial conditions are the same as equations (3) and (4) ex­
cept that the last boundary condition in equation (4) is to be re­
placed by, X = 1, 0 = sinwr. In the transformed plane this bounda­

ry condition becomes X = 1, 0 = • 
s z + < 

• and the solution to 0 is 

given by 

ui cosh (V m2 + sX) 

+ w2 cosh (Vw?2 + sf 

. 1 r
r+i™ u)eT2 cosh ( / « ? + zX) 

2m • r_.„ ^22 + ^ c o s h (V,„2 + z) 
dz 

Res(iw) + Res(-io)) + Z) Res(zo n) (cosh -Jm2+z= 0) 

(21) 

(22) 

Defining r = J m2 + w2, )3 1 4 I w i— a 
tan" —n , a — v r cos 0, 2 m 

b = / F s i n Si, with s o m e a l g e b r a i c 

manipu la t ions it can be shown tha t 

1 f g ' " T cosh ( V f w r + / o X ) 
2/ 

Res(io)) + R e s ^ i w ) 
cosh (V w 2 + iw) 

e- itJT cosh ( A ; 2 - za iX) , __ .F, 

cosh (vw/2 - iw) -̂ 2 
(23) 

w h e r e 

Fx = s in WT (cosh aX cos 6X cosh a cos 6 + I 

+ s inh aX s in bX s inh a s in &) - I 

- cos ut (cosh a X cos bX s inh a s in 6 - I 
- s i nh aX s in bX c o s h a cos b) 

and 

i?2 = cosh 2 a cos 2 6 + s i n l r a s in b 

Equation (23) can be reset as 

j 0.5 

t 
1.0 

-
! ! 

-

i i 

. - ^ w = 1 0 . 0 

. ^ . - . i - . 0 . - -

. rf I 

= p sm(d)t - <t>) 

where the phase angle 4> is given by 

4> = tan" '0 

cosh aX cos bX s inh a s in 6 
- s inh aX s i n 6X cosh « cos 6, 

cosh aX cos bX cosh a cos 6 
+ s inh aX s in 6X s inh a s i n & 

and the amplitude p by 

/ iVr2 
+ Dr2 

F, 

(24) 

(25) 

(26) 

Here Nr and Dr represent the numerator and denominator in 
equation (25). 

The zeros of cosh V m 2 + z are given by 

zm=~(2n~iy-nj 

and 

T/B.es(zoa) 

£ 
( - l r ' t e w - l ) jj-e 

i2 

-C(2n-1) 2 * tm2]T 

cos (2K - 1) -X 

{(2n -\f\ + in2] + a.2 
(27) 

The temperature response is then given by the sum of equations 
(24) and (27). Equation (27) represents the initial transient re­
sponse immediately after the base is subjected to the sinusoidal 
temperature and equation (24) represents the steady periodic re­
sponse to the oscillating base temperature. The inverse transform 
of equation (21), valid for small values of T (large values of s) can 
be developed following a procedure similar to the one adopted in 
arriving at equation (15) but an examination of equation (27) 
shows that the series is fairly rapidly convergent and can be used 
even for small values of time by taking a reasonable number of 
terms (say ten). The initial temperature response for small values 
of time can be easily evaluated from equations (24) and (27) but it 
is more interesting to examine the steady periodic response given 
by equation (24). Pigs. 3, 4, and 5 are plots of temperature ampli­
tude and phase angle for a few discrete values of m and w. From 
these figures it can be seen that for u < 1.0, the amplitude of tem-

0 . 8 1 .0 

-

,-,-r' 

< - " " ' 

- - i 

t 

w = 10 

y-^ 

i 

i i 

^ ' 

-

^."J-1-0 

, ^ - 0 . 0 1 , 0 . 1 

0 . 2 0 . 0 . 6 0.G 1.0 

Fig. 3 Amplitude (q) and phase angle (0) m = 0,1 
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Fig. 5 Amplitude (p) and phase angle (j>, m = 5.0 

perature oscillation at any point on the fin is approximately the 
same as the steady-state temperature at the same point with a unit 
base temperature. However, for u> > 1.0, considerable damping 
takes place (except for high values of m). As can be expected, the 
phase angle increases with an increase in a) and up to a distance of 
about 0.8 from the base, the phase angle increases almost linearly 
with distance from the base. The phase angle is also dependent on 
m; for the same u>, the phase angle decreases with an increase in m. 

While developing the Fourier series for a time dependent base 
temperature, equation (26) can be used to determine a value of u 
beyond which the effect of oscillating base temperature becomes 
insignificant. The number of terms to be retained in the Fourier 
series can then be fixed. 

(iii) Step Change in Base Heat Flux. The differential equa­

tion and boundary and initial conditions are the same as equations 

(3) and (4) with 8 now replaced by the nondimensional tempera­

ture 7], and the last boundary condition by X = 1, — = 1. 
dx 

The solution in the transformed plane is given by 

Tj = 
cosh Vra2 + sX 

sV»; 2 + s s inh v7«2 + s 

By employing the inversion theorem, we obtain 

cosh mX e"m' 

(28) 

n = m sinh m m2 
» 2 ( ~ i r ' e - < " 2 * 2 - 2 > T cos nnX ,0O> 

For T « 1 and m2r « 1, a more rapidly converging solution for 
small values of T (large values of s) can be obtained by the same 
procedure as adopted for finding the response for small time for a 
step change in base temperature. The resulting solution is 

1 -e' 1/2 

W 2 T 

„ - ( 3 + X ) ' / 4 T 1 

{|2(-) \e~u~X)2 / 4T + e-
{Ux)2''iT + 6 ,-<3-X)2 /4T 

,1 -X. ,1 + X 
(1 - X ) e r f c ( - ^ r - ) - ( 1 + A')erfc ( :

2 V T 

- (3 - X ) e r f c ( | ^ ) - (3 + X)e r f c (3-~j^)} (30) 

The temperature profiles obtained for a few representative values 
of m for different values of T are shown in Figs. 6 and 7. 

From an examination of equation (29) it is easily shown that the 
temperature within the fin reaches a value within 1 percent of the 
steady-state value when T reaches a minimum value -rmin given by 

1 , ,100 sinh ni, 
Tm,„ = —: In ( ) 

w 2 m 
1 min (31) 

A few values rmm obtained from equation (37) are given in the fol­
lowing. 
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Fig. 6 Temperature {•/]) m = 1.0 
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Fig. 7 Temperature (r;) m = 1.5 

A comparison of the values of rmm obtained in the foregoing, with 
those obtained from equation (19) for a step change in tempera­
ture, shows that it takes a much longer time to reach steady-state 
conditions when the base is subjected to a step change in heat flux 
than when it is subjected to step change in temperature, particu­
larly at low values of m (short fins). The reason for this is quite 
simple. A step change in base temperature is initially accompanied 
by very high values of base heat flux; the base heat flux gradually 
decreases with time finally reaching the steady-state value. In the 
case of the step change in heat flux, the base heat flux remains 
constant at its steady-state value. Hence with a step change in 
base temperature, steady-state conditions are achieved relatively 
quicker than with a step change in base heat flux. 

(iv) Periodic Hea t Flux a t Base. The set of equations to be 
solved in this case are the same as those of case (iii) except that the 

riTI 

boundary condition at X = 1 is to be changed to X = 1, — = 
dX 

sin air. The solution in the transformed plane is given by 

' cosh {fm+ sX) 
(s2 + w2) Vw2 ~+~s s inh (VTH2 + s ) 

1 cr*i°° <JJ c T ' cosh ( / » ? + zX) 

(32) 

dz 
2-ni • r-i" (z2 + w2) V mi + z s inh VTH2 + z 

= Res (iw) + Res (~ioj) + Res H « 2 ) 

+ 2 R e s (2oi) | s inhA2^ o n .O (33) 

Res(i'ai) + R e s ( - / c u ) = 

Let t ing 

:osh (-J1 in2 + iioX 
2/a)v r w^T7w s i n h ( V w 2 + iw) 

e-'urw cosh(/7n2 -iwx) 
2 /wvw 2 — iw s inh (-fru^ — /ci>) (34) 

i- = J^Trf, 0 = | t an-Hr- , ) 
in1 

a = VTcos /3 , b = / F s in ft it can then be shown that 

Res (m) + Res ( - w ) 

/iJ + v2 s in (u>/ - 0 ) 
J~mr~+ a)2 (sinh2 a cos 2 6 + cosh2a sin26) 

= i> sin(w./ - <p) (35) 

In equation (35) u and v represent 

it = cosh aX cos bX (a s inh a cos b - b cosh a s in b) + \ 

+ s inh aX s in bX (a cosh a s in b + b s inh a cos b), 

1 1 1 r~ 

0 . 0 1 , p = 7 0 . 5 <S =, 0 . 7 8 5 r a d i a n 

/ " ^ • a - 1 0 . 0 

"x : 

0 0 . 2 0 . 4 0 . 6 0 . 8 1 .0 

Fig. 8 Amplitude (p) and phase angle $, m = 0.1 
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Fig. 10 Amplitude (p) and phase angle <j>, m = 5.0 

r = cosh aX cos bX (a cosh a s in b + b s inh a cos b) ~ \ 

- s inh aX s in bX (a s inh « cos b ~ b cosh a s in b) 
and 

tan •i / ' £> 
R e s ( - m 2 ) + S R e s (,£„„) | s i n h / ^ 

> 2 ( - l ) n t l ( 

n=l 
2 

E-
„ - ( « ! , ! . COS WffX 

(«2Tr2 + 1112)2 + U)2 (36) 

The complete solution is then given by the sum of equations (35) 
and (36). Here equation (35) represents the steady periodic re­
sponse to the oscillating base flux and equation (36) the initial 
transient response. Values of the amplitude p , of the steady peri­
odic response and the phase angles for representative values of m 
and different values of w are plotted in Figs. 8-10. 
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The Effects of Nonuniform Cooling 

on the Heat Transfer From an 

Insulated Electric Cable 
Due to the geometric configurations of convectively cooled underground electric power 
cable systems, nonuniform cooling of the individual cables can occur. A numerical analy­
sis has been performed on the effects of nonuniform surface cooling on the temperature 
distribution inside the insulation of a single cable. The results show that with the typical 
geometries considered, the coolant temperature would have to be lowered significantly in 
order to maintain a given amount of heat dissipation per unit length in comparison to 
uniform cooling. It is useful, therefore, to promote uniform cooling around the circumfer­
ence of each cable by changing the fluid flow pattern and by the use of metal sheathing 
around the circumference. To evaluate this latter effect, a dimensionless parameter rep­
resenting the relative magnitudes of heat conduction in the sheathing and in the insula­
tion is proposed. 

Introduction 

The current carrying capacity of underground electric power ca­
bles is limited primarily by the highest temperature tolerated by 
the insulation wrapped around the cables. The most common ma­
terial used for such insulation is oil-impregnated paper with a tem­
perature limit of about 85°C and a usual maximum operating tem­
perature of 75°C. Because of this limitation, cooling of under­
ground electric cables can significantly increase their current 
carrying capacities. There have been numerous investigations of 
the heat transfer and pressure drop in power cable systems cooled 
at or slightly below ambient temperatures, and a representative, 
but by no means exhaustive, sample of publications is listed in ref­
erences [1-9].1 In all of these investigations, however, only mean 
heat transfer coefficients were determined and relatively little at­
tention was paid to local variations in heat transfer rates and tem­
peratures. 

A typical cable configuration is shown in Fig. 1. Three cables for 
the three phases are located inside a pipe which is filled with a di­
electric oil under pressure. The configuration shown is one of the 
worst cases with the three cables packed closely together in a tri­
angular pattern. There are three distinct areas left open for oil cir­
culation. The main flow occurs in the largest free-flow area sur­
rounding the three cables. However, the two triangular areas be-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Detroit, Mich., November 1974, of the American Society of 
Mechanical Engineers. Journal Manuscript received by the Heat Transfer 
Division March 17,1975. Paper No. 74-WA/HT-25. 

tween the cables are almost independent channels with considera­
bly greater resistance to flow than in the main channel. It is quite 
possible that in these narrow passages the coolant temperature is 
higher and the heat transfer coefficient is lower than in the main 
channel. Thus the cables are not cooled uniformly. 

The purpose of this study was to investigate the effects of nonu­
niform, steady, convective cooling on the heat transfer from under­
ground electric power cables. 

Analysis 
Fig. 1(b) shows a typical cross section of a single cable. Since the 

conductor is made of copper, which has high thermal conductivity, 
it can be assumed that around its periphery the temperature is 
constant at the maximum operating temperature of tm = 75°C. 
The insulation can be assumed to be isotropic with a constant 
thermal conductivity of ki = 1/550 W/cm°C. Dielectric losses with­
in the insulation are assumed to be inversely proportional to the 
square of the local radius. The sheathing is a very thin single or 
multiple layer of metal. Typical patterns for the nonuniformities 
are shown in Fig. 1(a). For cable A on top, approximately lk of the 
outer surface is exposed to a potentially warmer environment and 
lower heat transfer rates. For the lower cables, B and C, approxi­
mately % of the outer surfaces are in such adverse environments. 
Under all circumstances each cable develops the same amount of 
heat, which has to be transmitted at the surface regardless of the 
distribution of either temperature or heat flux. For calculation 
purposes the total heat generation rate was taken as 87.26 W/m. 
Two types of boundary conditions at the outer surface were inves­
tigated as shown in Fig. 2: two levels of uniform temperatures and 
two levels of uniform heat fluxes. 
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To achieve the needed flexibility, a standard numerical method 
was employed using a relatively coarse grid as shown schematically 
in Fig. 3. The size of the grid was chosen to give results within 3 
percent of known analytical solutions. This was found to be with 
angular increments of 15 deg and 15 divisions in the radial direc­
tion within the insulation. Because of symmetry only a half-circle 
was needed. 

The working equation for a typical point (r, 6) in the grid can be 
shown to be 

1 • X )t(r + Ar, B) + ( X - ^r-)t(r - Ar , 6) ^ A P 2 r A r ' A r ' 2rAr 
t{r, 6 + A6 

r2A02 
t(r,9 - A6) 

r2A02 

2( 
t\rl + W !)*(r, 6) = -

k. (1) 

where 
Qd = c/r2 

Since at the inside interface, r\, a constant temperature is as­
sumed, no grid points are needed on it. There are as many equa­
tions as grid points. These can be solved simultaneously by any 
convenient way, such as the Gauss elimination method applied to 
the coefficient matrix. 

For the fixed temperature case, Fig. 2(a), the cooler surface tem­
perature, ti, was taken as that corresponding to the completely 
symmetrical case, i.e., when ti = t?. The hotter surface tempera­
ture, t% was chosen in increments up to a maximum, equal to the 
temperature of the copper conductor, tin. For this case the grid 
points along the outer surface have fixed temperatures and need 
no calculations. 

For the uniform heat flux case, Fig. 2(b), the lower heat flux, qu, 
was also chosen in increments down to zero. For all values the total 
heat dissipated from the cable was kept the same. Thus, when qn 
was lowered, the magnitude of qi had to be increased by an appro­
priate amount. 

For this case the heat balance equation for a typical grid point at 
the outer surface had to be modified to account for a given heat 
flux as well as the presence of metal sheathing. 

1 1 
H A r 2r. 

)t{r2 - Ar , i 

+ ( 
fe.-Ar 

+ Vkmb) 
r /Af i 

;t(r2, 8 + A6 

+ (• 
,Ar 

+ VkJ)-
1 

- ( A r 
A. 
2 r , 

r2-

r 2
2A0 2 

Ht{r2, 0 

+ 2 
2 ^ 6 
r,2A0 2)t(r2,e) 

= q - Q„(l 
Ar. 
4*7 

A r 
~2~ 

(2) 

-Sheathing Copper 
onductor 

Insulation 

Fig. 1 Typical cross sections of: (a) the complete underground cable sys­
tem; and (b) a single cable with typical dimensions 

where ~£,kmh indicates the possibility of more than one very thin 
layer of metal [b « (r2 — r\)). 

For the grid points on the lines of symmetry the adiabatic 
boundary condition can be satisfied in equations (1) and (2) by 

t(r, 6 + AS) = t{r, 9 - A0) (3) 

D i s c u s s i o n 
Because of the relative coarseness of the grid system, the two 

representative subtended angles for the hot sides were chosen as So 
= 75 and 165 deg, which made the calculations somewhat simpler. 
The following parameters were used for the calculations: 

- N o m e n c l a t u r e • 

km = 

Q» = 

thickness of sheathing, cm 
constant for dielectric losses, 

W/cm 
thermal conductivity of insulation, 

W/cm °C 
thermal conductivity of metal 

sheathing, W/cm °C 
heat flux, W/cm2 

c/r2, heat generated in unit vol­
ume due to dielectric losses, 
W/cm3 

heat conducted radially in the in­
sulation, W 

heat conducted circumferentially 
in sheathing, W 

Q = total heat dissipation per unit 
_ length, W/m or W/cm 
Qo = required total heat dissipation 

rate per unit length, W/m or 
W/cm 

r = radial distance, cm 
r\ = radius of copper conductor, cm 
r% = outer radius of cable, cm 
t = temperature, °C 

tin = uniform temperature of copper 
conductor at r\, °C 

tm = outer surface temperature with 
metal sheathing, °C 

twm = outer surface temperature without 

fo = 

h = 
t2 = 

Af0 = 
Wc = 
Wd = 

A 
0 

sheathing, °C 
uniform outer 

ture, °C 
temperature on 

surface tempera-

'cool" surface, °C 
temperature on "hot" surface, °C 
tm — to when tt = ti = to, °C 
conductor losses, W/m or W/cm 
dielectric losses, W/m or W/cm 
symbol for proportionality 
increment 
angle from axis of symmetry on 

hot side 
dimensionless parameter defined 

by equation (4) 
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Thermal conductivity of insulation, ki = 1/550 W/cm°C 
Thermal conductivity of copper sheathing, km = 3.81 W/cm°C 
Thermal conductivity of aluminum sheathing, km = 2.04 W/ 

cm°C 
Typical thicknesses for sheathing, b = 0.00635, 0.00889, 0.01524 

cm 
Radius ratios, r\/r<i = 0.2, 0.4 (standard value used in all figures 

except Fig. 9), 0.6 

The outer radius was kept constant at r% = 4.76 cm (Fig. 1) and 
the temperature at the inner radius was tin = 75°C for all cases. 

Fig. 4 shows the effect of increasing the temperature levels with­
in the subtended angles at the outer surface of the standard geom­
etry chosen for this study (Fig. 1(b)). No sheathing was considered 
at the outer surface for these cases and all losses were assumed to 
occur in the conductor (Wd = 0). Although the condition of two 
constant temperature levels with an abrupt change between them 
is somewhat unrealistic, the orders of magnitude of the results 
shown in Fig. 4 would not change significantly if a smoother tem­
perature profile were assumed. The curves show that the total heat 

(a) 

Uniform 
temperature 
t. 

Fig. 2 Typical boundary conditions assumed at the outer surface of a 
cable 

.\,W . . p * l > 

Heat flux 

dissipation rate decreases linearly as the temperature is increased 
along the hot surface. At the limit when the temperature on the 
hot surface reaches that of the copper conductor, the heat dissipa­
tion is reduced by 24 and 47 percent for subtended angles of do = 
75 and 165 deg, respectively. 

Perhaps more significant are the results obtained when the heat 
fluxes are specified along the outer surface of the standard geome­
try, again without sheathing and without dielectric losses. Figs. 5 
and 6 show the changes in the temperature profile along this sur­
face as the relative magnitude of the heat flux along the hot side is 
reduced. For all these cases the overall heat transfer was kept con­
stant as stated before. Perhaps the most significant effect is the re­
quired reductions of the temperature along the cool side from the 
uniform value of to = 6.4°C, particularly at 0 = 180 deg. These 
amount to a maximum change of 17.2°C (60 = 75 deg) and 52.5°C 
(0o = 165 deg) for the most extreme case of zero heat flux on the 
hot side. These magnitudes are quite considerable, amounting to 
maximum of 25 percent (OQ = 75 deg) and 77 percent (6Q = 165 deg) 
of the temperature difference between inside and outside, Ato = 
68.6°C, for the completely uniform heat flux case. It is, therefore, 
prudent to enhance heat transfer in the restricted flow areas by 
whatever means are available. One approach is to increase the flow 
in these areas by utilizing skid wires as flow diverters, or by open­
ing up these areas by spacers, or by twisting the cables in a helical 
form. Such essentially fluid mechanical methods are investigated 
separately. For our purposes these can be interpreted as reductions 
of the external nonuniformities between the hot and cool sides. 
Another method, however, is quite relevant in this study, namely, 
the addition of high conductivity sheathing wrapped around the 
periphery of each cable. 

Fig. 7 shows the reduction in the nonuniformities for various 
typical sheathing configurations. Even though the thicknesses are 
small, the effects are quite significant. 

Although the effects for any particular configuration can be cal­
culated by the computer programs developed, it is very useful to 
determine governing dimensionless parameters whose magnitude 
can give clear indication of the thermal effect of the sheathing con­
sidered. We may assume that the effects of the sheathing can be 
correlated in terms of its heat transfer in the circumferential direc­
tion as compared to the heat conducted in the radial direction 
within the insulation. In each case the heat transfer is proportional 
to the thermal conductivity and the cross-sectional area, and is in­
versely proportional to the mean length of the heat flow path. 

0 0 
0.0 0.2 0.4 0.6 0 8 1.0 

10 20 30 40 50 60 70 

Fig. 4 Effect of increasing temperature, t2, within subtended angle 0o on 
overall heat lost, 0, from "standard" cable without sheathing and without 

Fig. 3 Schematic layout of the grid used for the numerical calculations dielectric losses—Q0 is heat transferred with /2 = '1 = 'o 
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Fig. 6 Effect of decreasing heat flux, Qn, within a subtended angle of 165 
deg on temperature, f, along outer surface—standard cable without 
sheathing and without dielectric losses 

Thus, for the heat conducted circumferentially in the sheathing 

Qm = 
kmb 

where kmb is to be interpreted as ~S,kmb if more than one layer 
ed. 
For the heat conducted radially in the insulation 

used 

' r2 - ri 
i ) 

Dividing the two expressions creates a dimensionless paramete 
which may serve as an index for the influence of sheathing 

k
mb(r2 ~ n ) __ kmb{l - r{/r?) 

ktr2(r2 + rx) fe,r2(l + rjr2) 
(4) 

This parameter is similar to the "wall parameter" used by Mor-
cos and Bergles [10] to correlate the effects of circumferential con­
duction in the pipe wall on the convective heat transfer inside the 
pipe. 

Fig. 8 is a correlation showing the fractional decrease of the tem­
perature deviation from the uniform case as a function of 0. Al­
though there is a considerable spread among the data points, the 
trend is unmistakable. It should be pointed out that part of the 
spread among points may be due to the relatively coarse grid used. 
This effect is particularly significant for the smaller subtended 
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Fig. 8 Dimensionless correlation of effect of conductive sheathing around 
cable insulation—curve represents fractional reduction of temperature de­
viation from uniformly cooled case without dielectric losses 

angle #o = 75 deg at 0 = 0. From the approximate curve drawn on 
the graph we may conclude that the nonuniformities may be ig­
nored within the cable if </> > ~ 4 . It should be emphasized, how­
ever, that the coolant temperature still has to be lowered by an ap­
propriate amount since the total heat has to be dissipated over a 
smaller, effective surface with a higher heat flux. 

Basic heat transfer considerations suggest that the lowest sur­
face temperatures are needed when all losses occur in the conduc­
tor at the center. If part of the losses are in the surrounding insula­
tion as dielectric losses, the outer surface temperatures can in­
crease since the total heat has to travel a shorter average distance 
to the surface. Fig. 9 shows that, indeed, as the relative magnitude 
of the dielectric losses is increased, the surface temperature pro­
files shift upward with virtually no change in shape. 

C o n c l u s i o n s a n d R e c o m m e n d a t i o n s 
It has been shown by means of a numerical analysis that nonuni­

form cooling produced by secondary channels between cables can 
strongly affect the heat transfer from liquid-cooled electric power 
cables. The most significant result is the need for lowering the 
coolant temperature in order to maintain a required heat dissipa­
tion rate. Even though a change of, say, 6°C is only about 9 percent 
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of the temperature difference between the copper conductor and 
the uniformly cooled outer surface, Ato, its effect on the refrigera­
tion requirements for the coolant can be quite significant. 

Two principal methods can be recommended to reduce such ef­
fects: 

1 Enhance as uniform flow pattern as possible around the ca­
bles by such means as twisting the cables in a helical pattern, or by 
the use of spacers, or by utilizing the skid wires wound around the 
individual cables to separate cables as well as to direct'the flow 
into the narrower channels. Just laying three cables next to each 
other, flat on the bottom of the outer pipe should produce some­
what better heat transfer behavior than the triangular pattern 
shown in Fig. 1 because less surface is exposed to restricted chan­
nels. 

2 Use thick sheathing, preferably made out of copper, compat­
ible with other design (e.g., needed flexibility) and economic con­

siderations. Making the skid wires out of a high thermal conduc­
tivity material will also help to some extent. To estimate this effect 
a dimensionless parameter, <j>, has been developed. When its value 
exceeds ~ 4 , the nonuniformities within the cable may be ignored. 
The coolant temperature, however, still has to be lowered because 
the effective heat transfer area is reduced with a corresponding in­
crease in the heat flux required. 
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Field Controlled Charge and Heat 
Transfer Involving Macroscopic 
Charged Particles in Liquids 
When an electric field is applied to a system of electrically conducting particles in an in­
sulating liquid, the rates of charge and heat transfer are augmented. Charged during col­
lisions in the field, the particles execute field-induced excursions between the electrodes 
interrupted by collisions with other particles. Thus a combination of particle migration 
and particle-induced fluid convection results in the increase in heat transfer. Experi­
mental values for the Nusselt number are obtained for heat transfer across the parallel 
electrode configuration. The model developed using these results consists of a well-
mixed central region with thermal boundary layers about one particle diameter thick 
near each electrode. 

1 Introduction 

When metallic particles are introduced into an electrically insu­
lating liquid between parallel electrodes (see Fig. 1), the rate of 
heat transfer through the fluid-particle medium can be rapidly 
controlled by varying the potential difference and hence the elec­
tric field strength. The particles, inductively charged during colli­
sions in the presence of the electric field, experience accelerations 
due to the coulomb force. The motion of the particles through the 
fluid results in mixing. Thus, the heat transfer is augmented (over 
pure thermal conduction) by a combination of particle migration 
and fluid convection. Since the particles' motions are driven by the 
electric field, the rate of heat transfer can be controlled by simply 
varying the voltage. 

To understand the particle dynamics, consider a single particle 
held against the lower electrode by gravity. When a voltage is ap­
plied to the electrodes, the particle acquires a charge proportional 
to the electric field and hence experiences a force proportional to 
the square of the electric field. As the voltage is increased, the elec­
trical force on the particle increases until it is equal to the gravita­
tional force. For larger values of the voltage, the particle will 
"bounce" back and forth between the plates, exchanging charge 
and hence reversing the electrical force on each impact [1, 2, 3].1 

As more particles are introduced, collisions occur between oppos-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division November 15, 1974. Paper No. 75-HT-WW. 

itely streaming particles, leading to charge exchange within the 
volume and random particle motions perpendicular to the field. In 
a sense, the mean free path is then less than the distance between 
electrodes, and the ordered kinetic energy acquired by the parti­
cles from the field goes into a random form analogous to thermal 
energy at the molecular level. Most important to the transfer of 
heat and mass in the liquid is the mixing associated with the parti­
cle motions. 

Min and Chao [4] have investigated the augmentation of heat 
transfer in a gas-solid suspension with an imposed electric field. 
Their study relates to the present work in that heat transfer is im­
proved through the coupling between the charged particles and the 
electric field. However, Min and Chao used small (less than 300>), 
nonconducting particles which were charged by frictional electrifi­
cation. Also, since they worked in air, the rate of heat transfer from 
the wall to the fluid was dominated by particle migration (See 
Dietz [5] for a more complete bibliography of electromechanical 
augmentation of heat transfer.) 

Although particle dynamics are studied in an effort to under­
stand the process of heat (or mass) transfer in a multiple particle 
system, the results have applications in other areas as well. The 
study of the single particle dynamics extends the basic under­
standing of conduction by macroscopic particles in insulating liq­
uids [3, 6, 7], Further, the work on multiple particle dynamics has 
applications to electrofluidized beds—that is, fluidized beds 
stressed by an electric field. Electrofluidized beds are presently 
being investigated (Zahedi and Melcher [8, 9]) with applications in 
mind to air pollution control. 

2 Single Particle Theory and Experiments 
In the case of a single conducting sphere of radius R in an insu-

Journal of Heat Transfer AUGUST 1975 / 429 Copyright © 1975 by ASME

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The assumption is made that the conventional steady-state drag

Fig. 1 Single slrobe plclure of conductlng particles In motion between
parallel electrodes (the voltage across the plates Is 2akV; the distance be­
tween the plates Is 2.7 cm; there are 500 partlcles In lhe system)

(4)

(5)

Re < 1

Re> 800

1 < Re < 800

\24 Re"j

)24 Re"O.6

\ 0.44

And second, the electrical force is approximated by the average
force

curve for a sphere [16] applies to the acceleration of the sphere.
Newton's second law is numerically integrated using two approxi­
mations. First, the drag curve is approximated by

As can be seen from Fig. 2, this approximation is accurate except
within a few radii of either electrode.

From these results, the particle transit times (T1 and T2; with
and against gravity, respectively) can be calculated (see Fig. 2; the
solid lines represent theory). Impacts with the electrodes are mod­
eled as being completely inelastic. Thus, after each collision, the
particle must reaccelerate from rest. (In a more inviscid fluid this
assumption might be violated.) Also, using the Maxwell charge, the
theoretical time-average current is

<i)=~
71 + 72

(see Fig. 4; the solid lines represent theory).
(b) Experimental System and Results. The experimental

apparatus consists of an aluminum sphere in transformer oil be­
tween parallel electrodes. The square electrodes are housed in a
plexiglas structure. Because of the strong temperature dependence
of the viscosity of transformer oil [17], the system temperature is
maintained within 1°C of 23.5°C. At this temperature the viscosity
is 0.016 kg/m-s.

An oscilloscope is placed in series with the system. Each time
the particle impacts an electrode, a pulse of current is detected on
the oscilloscope. By measuring the time elapsed between succes­
sive pulses, the particle transit times can be determined (see Fig.
3).

Then, with a 6.8 microfarad capacitor in parallel with the oscil­
loscope, the time-average current is measured (see Fig. 4).

The experimental values for the time-average current and parti­
cle transit times as functions of the electric field show excellent
agreement with theory.

(2)

(1)

Similarly, the force on the sphere can be determined by numerical­
ly integrating the field solution over the particle surface (the force
on a particle carrying the Maxwell charge is shown in Fig. 2).

As the sphere approaches the opposite electrode, a small arc oc­
curs. Given the breakdown strength of the liquid, it is possible to
use the computed electric field to calculate the position at which
breakdown will occur [5].

(a) Mechanical Dynamics. Using the results obtained for
the electrical force on a sphere between parallel electrodes, the
particle velocity can now be computed. Writing Newton's second
law for the sphere, we have

lating liquid, the problem of determining the electric field distri­
bution can be decoupled from the fluid mechanics. Using energy
arguments [10] and bispherical coordinates [11, 12], an expression
has been obtained for the electric field around a sphere between
parallel electrodes [5] as a function of the distance between the
sphere and the lower electrode W. Following the method given by
Schneider [13], the charge acquired by a sphere contacting an elec­
trode (the "Maxwell charge" [14]) can be shown to be

2
2 V) 1T

QM = -41TER (T {3

.....----Nomenclature _

Subscripts

I fluid
p particle
in inconel

A electrode area
B particle mobility (inertialess

model V" = BE)
c heat capacity

Co drag coefficient
(i0 I (lf2fJ V,/7l'R2))

E electric field intensity
te electrical force
to particle drag force
g gravity
h sphere surface coefficient of heat

transfer
current

il thermal conductivity
I electrode spacing

N number of particles in system
n = number density of particles 111

system
Nu Nusseltnumber(QrIQc)
Pe Peclet number (Vrmlp/c/ 1hz)
Pr Prandtl number (c/'1/hz)

Q/

v

Maxwell charge on sphere
net space charge
total heat transferred
heat transfer due to conduction in

absence of convection (il/AT/ II)
heat transfer due to particle

transport
heat transfer due to liquid con-

vection
particle radius
Reynolds number «2R) VstP/h)
top electrode temperature
lower electrode surface tempera­

ture
temperature across fluid

(T1 - To)
top electrode potential (refer-

enced to bottom electrode)
particle terminal velocity
mean square fluid velocity
distance between lower electrode

{3

'I

P
a

T

w

and center of sphere
length characterizing viscous dis-

sipation in a particle wake
thermal boundary layer thickness
dielectric constant
viscosity
mass density
electrical conductivity
particle transit times (between

electrodes)
charge relaxation time
time characterizing particle's

collision with an electrode
sphere to fluid thermal relaxation

time
collision frequency with electrode
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Fig. 2 Normalized electrical force fs on the sphere as a function of posi­
tion (normalized to particle radius) for l/R = 34 (f° = f.iawtFPE2)) 

Also, by examining pictures of the oscilloscope trace of the cur­
rent transient which occurs when the particle impacts an electrode, 
further experimental verification for the theory can be obtained. It 
is possible to determine from the pictures the total charge trans­
ferred during the arc as well as the distance between the particle 
and the plate at which breakdown occurs [5]. These values are 
compared with those obtained theoretically and reasonable agree­
ment is obtained. 

3 Multiple Particle Motions and Charge Transfer 
As particles are added to the system, multiple particle effects 

that are not represented in the single sphere model begin to be­
come important. These are evident in the results summarized by 
Fig. 5, where experimental values for the time average current and 
for the number of collisions per second with both electrodes are 
shown as functions of the number of particles in the system. The 
current and frequency are normalized to the values of these quan­
tities predicted by the single particle model at the same field 
strength. Thus, field strength is an implicit parameter and all of 
the measurements can be summarized on a single graph. 

If all of the particles behaved as independent single spheres, 
then the frequency and time-average current would be N times 
that for the single sphere. This would place all of the data points 
on the solid line of Fig. 5. Actually, the measurements drop below 
the solid line. Presumably, the fact that the frequency results are 
even lower at the high end of the curve than the time-average cur­
rent results is due to the inability of the counter to separate over­
lapping pulses. An examination of the current waveform confirms 
that above N ~ 100 it becomes difficult to identify individual puls­
es. However, the disparity between the observations and the solid 
curve clearly reflects particle interactions. 

These interactions can be attributed to three physical mecha­
nisms. First, a difference in average transit times for positively and 
negatively charged particles can lead to a net space charge. This 
space charge can contribute to the electric field and hence alter the 
particle motions. Second, the presence of the moving particles al­
ters the flow pattern and affects the drag on the spheres. And fi­
nally, the particles can collide. 

A perturbation analysis for the magnitude of the space charge 
shows that once all of the particles are in motion the effect of the 
space charge is relatively minor. Typically, the variation in the 
electric field (from E0 = V/l) is less than ten percent. In addition, 
the electric field is high near the upper electrode and low near the 
lower electrode. Thus the effects of the perturbed electric field on 
the mean particle dynamics tend to average out. However, it 
should be noted that if there is an excess of particles resting on the 
lower electrode, then space charge effects can make an essential 
contribution [18]. 

0 . 0 6 

0 . 0 4 

H f - J L 

16 2 0 2 4 2 8 3 2 

VOLTAGE Uiiovoits) 

Fig. 3 Comparison between theoretical (solid lines) and experimental 
values of particle transit times (lower curve for n and upper for T2) as a 
function of applied voltage for a 2.7 cm electrode spacing 

An order of magnitude calculation for the root-mean-square 
fluid velocity (Vfm) can be performed by equating the electrical 
power delivered to the system to the fluid dissipation (the power 
dissipated in the arcs is small [5]) 

Nfvst = n 
vjm •Al (6) 

where 0 is a length characterizing the region over which the dissi­
pation occurs. Here, it is reasonable to take /3 ~ R. For a 500 parti­
cle system 

Yii 0.5 (7) 

Thus, since the fluid velocities are not small, particle-particle, par­
ticle-wake, and particle-wall hydrodynamic interactions must be 
recognized [19-21] as possible contributions to the drag and hence 
the transfer processes. However, for a low volume fraction of solids 
(0-4 percent) and particle Reynolds numbers between 10 and 100, 
the single sphere drag is a reasonable approximation [20, 22, 23]. 

From the data, mutual effects become important when the num-

V0LTAGE (xiiovoitsi 

Fig. 4 Comparison between theoretical (solid lines) and experimental 
values of the time-average current as a function of applied voltage (for a 
2.7 cm electrode spacing) 
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ber of particles exceeds 200-300. Since it takes approximately 1100
particles to cover the entire lower electrode one sphere deep, this
suggests that collisions between particles moving in opposite direc­
tions accounts for much of the mutual effect apparent in Fig. 5.
This is especially plausible if it is recognized that the collision
cross section is augmented by the electrical force of attraction.

The effects of collision are evident from a multiple exposure
photograph showing the particle trajectories. Five exposures are
shown in Fig. 6. A typical single-particle trajectory would extend
one third of the way across the gap under the same conditions so
that it is evident that a large fraction of the particles are diverted
or slowed by interactions. Because of glancing collisions, some par­
ticles can be seen to "float," with little movement. Such collisions
are possible because when particles collide with each other in the
ambient field, they can in general exchange charge. For a head-on
collision, the charge exchange is complete. Each particle complete­
ly reverses its charge. If, however, the collision is a glancing one,
then the charge on the particles is somewhat less. Thus, a grazing
collision can result in a particle whose charge is such that the elec­
trical force balances gravity and it appears to float in the volume.

If the single sphere model for the particle dynamics is assumed
to be accurate between collisions and the particles lose all of their
inertia during the collisions, then it can be shown that under the
particular conditions studied, head-on collisions have little effect
on the average particle transit times or the charge transport [5].
Thus, the collisional charge transfer effects are dominated by the
extent to which collisions are off-center.

4 Heat Transfer
(a) Experimental System and Results. The heat transfer

apparatus shown in Fig. 7 consists of the same metal electrodes
and plexiglas housing as used for the charge transfer experiments.
Copper-Constantan thermocouples (0.039 mVJOC) are embedded
in the upper (aluminum) electrode to within 3 mm of the elec­
trode's lower surface. A Bronwill Constant Temperature Circulator
(Model 22 Jr.) maintains a bath of transformer oil to within 1°C
above the upper electrode. A bath of ice water is stirred below the
inconel electrode. Again, the particles are 1.59 X 10-3 m dia alumi­
num spheres and the liquid is transformer oil.

Thermal data are taken as a function of voltage at two electrode
spacings and for several values of the number of particles in the

Fig. 6 Five-flash strobe plclure of the particles In motlon-a single parti­
cle traJeclory would extend about 'h of the distance between the plates
under these conditions (electrode spacing Is 2.7 cm; voltage is 28kV; 125
f1ashes/s)

system. The data points are taken 30-40 min apart to llllow the
system to achieve a steady state. Thus, the temperature profile
through the inconel electrode is linear (checked by the center ther­
mocouple) and the Nusselt number can be calculated based on the
thermal conductivities of inconel and transformer oil.

Typical experimental values for the Nusselt number are plotted
in Fig. 8 as a function of the applied voltage. In Fig. 9, the Nusselt
number at a constant voltage is plotted against the number of par­
ticles in the system.

With care taken to be certain that thermal equilibrium is estab­
lished, measurements show a small but nevertheless discernible
hysteretic dependence on electric field. The Nusselt number is
consistently slightly higher when the electric field is being in­
creased than when it is being decreased. This is reflected in the·
data of Fig. 8.

(b) Mechanisms of Heat Transfer. Since the effect of
applying an electric field to the particle-fluid system is large (a
factor of 10), pure thermal conduction can be eliminated as the
primary mechanism of heat transfer. Similarly, the small effect
caused by applying an electric field to the zero particle system,
means that thermally induced property gradients and the associ­
ated electrohydrodynamic instability do not play an important

Fig. 5 Counts and time-average current normalized to the single particle
theory as a function of the number of particles in the system-the solid line
represents N-times the single particle value (Note: all field strengths are
represented on these curves)
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Fig. 7 Schematic diagram of the experimental configuration for thermal
measurements
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role either. Thus, either the particles carry the heat from electrode 
to electrode, or the particles mix the fluid and fluid convection is 
responsible for the augmentation in heat transfer. 

An order of magnitude calculation of the Peclet number (the 
ratio of heat transfer by fluid transport to that by conduction) 
based on the root-mean-square velocity derived in section 3 gives 
Pe ~ 104. For Pe » 1, the central region between the electrodes is 
thermally, thoroughly mixed. Thus, particle induced mixing acts 
like conventional turbulence to make the temperature profile es­
sentially uniform across most of the gap, and most of the tempera­
ture drop is across thin boundary layers near each electrode. This 
result is consistent with temperature profiles in conventional fluid-
izedbeds[24, 25]. 

If the regions near the electrodes are modeled as boundary 
layers of relatively motionless fluid, then an equivalent boundary 
layer thickness can be calculated from 

This thermal boundary layer thickness has been calculated for sev­
eral values of the electrode spacing and particle density [5]. Typi­
cally, the boundary layer thickness decreases with increasing field 
strength from just under one particle diameter (as soon as all the 
particles are in motion) to about one radius (just below the break­
down field intensity.) 

The boundary layer model is consistent with the shape of the 
Nusselt number curves. In Fig. 8, as soon as all the particles are in 
motion, most of the thermal augmentation has taken place. The 
central region is well-mixed as soon as all the particles are in mo­
tion and the temperature drop is across the boundary layers. Any 
additional increase in the electric field increases the heat transfer 
rate relatively little, because the thickness of the boundary layer is 
reduced only as the rate of particle impacts and the velocity of the 
particles on impact increases. Similarly, Fig. 9 shows a rapid in­
crease in heat transfer as particles are first introduced (the central 
region becomes mixed) and then a slower increase (the number of 
impacts with the boundary increases). 

The boundary layer model must be amended somewhat to recog­
nize the contribution to heat transferred by the particles them­
selves. Using the Nusselt number for heat transfer from an isother­
mal sphere [26] gives a characteristic thermal relaxation time for 
the sphere 

3h v ' 

which, when evaluated for Re = 25, gives a relaxation time of 
about 0.1 s. Thus, the relaxation time is of the order of a particle 
transit time. The sphere spends most of the time in the constant 
temperature, well-stirred central region. The short time it spends 
in the boundary layer is not sufficient (compared to the relaxation 
time) to transfer a significant quantity of heat. However, since 
there are many particles in the system, the sum of all the contribu­
tions can be significant. To evaluate this contribution, consider 
that the total amount of heat transferred by the particles is pro­
portional to the number of spheres striking the electrode per sec­
ond (o>), the ratio of a time characterizing the particles' residence 
in the boundary layer (T„) to the particles' thermal relaxation time 
(TS*) and the maximum amount of heat that could be accepted 
(based on the time-average mean temperature difference between 
the sphere and the liquid). Thus 

QP ~ w ( | r , ) ( |D ,c , | i r fe 3 ) ( l - exp(T a ) /r s*)) (10) 

Since TJTS* « 1 and a ~ N/(TI + T'z), 

Q ^ ( ^ ( | r , ) ( p 4 ^ ) ( ^ ) (ID 

Using typical values for the variables in equation (11) gives Qp = 
0.6 W. From the experimental data, the actual rate of heat transfer 
can be calculated (for the same values) to be 3 W. Thus, although 

the calculation for Qp is only approximate, it does indicate that the 
particles transfer a significant fraction of the energy from the elec­
trodes. Also, since the particle relaxation time (based on terminal 
velocity) is approximately equal to the transit time, all the parti­
cles will relax to the bulk temperature before colliding with the op­
posite electrode. Thus, the heat transfer model consisting of a 
sphere at the bulk temperature impacting the thermal boundary 
layer near each electrode is consistent. 

5 C o n c l u d i n g R e m a r k s 
Because the theoretical model developed for the electromechan­

ical dynamics of a single conducting sphere in an insulating liquid 
accurately predicts the single particle charge transfer (see Fig. 4), 
it has been possible to use the charge transfer in an N- particle sys­
tem to study collective effects. The difference between N times the 
single-particle current and the N- particle current is caused by par­
ticle-particle interactions. These are found to come into play for N 
~ 100 and become important for N > 300. Thus, mutual effects 
come into play for a volume density (n) of 1.4 X 10B particles/m3 

and become important for a volume density of about 4.3 X 106 par­
ticles/m3 and an average interparticle spacing of 8 particle radii. 
This finding supports the view [27] that these interactions become 
important in systems of bicharged particles when (neglecting iner­
tia) the particle's residence time is equal to a time constant de­
fined by 

T s ~1L^ 
R BQ„n 

w h e r e (12) 

, . £ 
Using this criterion, it follows that electrically-induced interac­
tions between particles can be expected if 

w>[(1.64)(47r)(ZiJ2)]-1 (13) 

Typically, for these experiments, this number is 2.8 X 106 parti­
cles/m3 which agrees well with the observed interaction particle 
densities of between 1.4 and 4.3 X 10e particles/m3. 

The results developed here for charge transport can be extended 
[5] to other fluid-particle systems as long as the following criteria 
are satisfied: 

1 The charge relaxation time of the fluid ei/ai is long compared 
to a particle transit time rr and the particle transit time is long 
compared to the charge relaxation time tp/ap of the particle. 

2 The particles are large enough so that surface forces do not 
cause sticking after particle-particle and particle-wall collisions (in 
air, R > 100M [18]; in vacuum, R > In [28]). 

3 The particle number density is low enough that all of the 
particles are in motion and the system is not space-charge limited. 

An order of magnitude increase in the Nusselt number is ob­
tained by applying an electric field to the transformer oil—alumi­
num sphere system. This increase is achieved with little expendi­
ture of electrical power. (Typically, the ratio of electrical power in 
watts to the augmented heat transfer in watts is less than 10~4.) 
Consistent with the experimental results is a heat transfer model 
in which the volume transfer is dominated by particle-induced 
fluid mixing. Due to the turbulent nature of this central region, the 
temperature profile there is relatively constant. Heat is transferred 
across the boundary layers by a combination of conduction, fluid 
convection and particle transport. Thus, the boundary layers are 
somewhat thicker than calculated in Section 4 where 5 is based on 
thermal conduction alone. 
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Response of Pulsed Coaxial Arcs1 

Experiments were conducted upon a voltage pulsed coaxial argon plasma in a 1 cm dia, 
13.6 cm long channel. Initial steady-state current and pressure were 81 A and 776 Torr, 
respectively. The final average current was about 1200 A. Rise times of current and cen­
ter-line temperatures were about 200 /us. Using spectroscopic techniques, with data ac­
quisition times of about 5 /is, radial distributions of temperature and pressure were ob­
tained at various times into the transient. A final average temperature of about 
18,000°K was obtained. 

1 Introduction 

Pulsed axial plasmas have been employed to investigate arc time 
constants [l] ,3 equilibrium aspects [2-5], and the local tempera­
ture-time history [6]. The results of such studies can relate to ap­
plications where the dynamic behavior of the arc is important, 
such as the extinction and reignition processes in switchgear and 
circuit breakers. 

The present paper describes the dynamic behavior of a voltage 
pulsed argon plasma. The wall stabilized cascade arrangement 
contained a 1 cm dia channel; electrode separation was 13.6 cm. 
Initial steady-state current and pressure were 81 A and 776 Torr, 
respectively. Argon mass flow rate was 0.1 g/s. Application of the 
voltage pulse resulted in a final average current of about 1200 A. 
Simultaneous measurements of a line and adjacent continuum 
were obtained at various times into the transient. From these mea­
surements the local temperature-time history was determined; in 
addition, under certain conditions (e.g., temperatures in excess qf 
about 15,000°K) similar distributions of pressure were obtained. 
The dynamic wall pressure, arc current, and voltages were also 
measured. 

2 Experimental Apparatus 
The 1 cm dia, segmented cascade tunnel [6, 7] contained a 90 

deg conically tipped tungsten cathode and a copper segment 
anode. Electrode spacing was 13.6 cm. The initial steady-state data 
were obtained with a power supply consisting of two direct current 
welders, connected in a series, heavily capacitor filtered. The arc 
voltage and current ripple was about ±1 percent; photomultiplier 
ripple was about ±5 percent. Pulsed operation was carried out 
with a 40,000 lit capacitor discharge arrangement; the discharge 
voltage, 280 V, was obtained with a regulated power supply. The 

1 Research supported by National Science Foundation Grant KO 24292-
001 and by Air Force Office of Scientific Research Grant 70-1928. 

2 Presently: Electronics Engineer, Sierra Research, Buffalo, N. Y. 
3 Numbers in brackets designate reference at end of paper. 

Contributed by the Heat Transfer Division for publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 30,1974. 

capacitor charging time was about 8 s. Measurements of the dy­
namic current were obtained with a 0.00491 Q (low inductance-
band pass about 30M Hz) current viewing resistor. Voltages were 
measured across the electrodes as well as across segments 9.53 cm 
apart. Dynamic wall pressures were measured with a (6.35 mm dia) 
Kistler piezotron pressure sensor, model 201-A. The transducer 
was located 10.8 cm downstream of the cathode. The transducer 
face, approximately 1.5 mm from the channel wall, was connected 
to the channel through a 1.5 mm dia opening. 

A schematic of the optical system is shown in Fig. 1. Arc radia­
tion was observed through an annular ring vycor window slit, 0.25 
mm in axial dimension, located 7.30 cm downstream of the cath­
ode. Stationary mirrors 1 and 2 served to observe the radiation 
from a side-on view and to suitably orient the image of the arc. 
Light reflected from mirror 2 impinged upon rotating mirror 3 the 
motion of which traversed the focused image of the arc across the 
entrance slit of the spectrograph. Simultaneous measurements of a 
line and adjacent continuum were recorded on a dual beam oscillo­
scope using the light guide and photomultiplier arrangement 
shown. 

The geometry of the optical system, together with the speed of 
the rotating mirror (18,000 rpm), resulted in a traverse or scan ve­
locity of the arc image (at the entrance slit of the spectrograph) of 
1.85mm/^s (thus, data acquisition time for a 10 mm image would 
be about 5.4 MS). The rotating mirror was driven by a synchronous 
motor; the mirror was housed in a vacuum chamber to reduce 
windage losses. Through electronic synchronization [7] the azi-
muthal position of the mirror was adjusted so that the image of the 
arc was traversed past the entrance slits of the spectrograph at any 
desired time, T, with respect to the initiation of the transient. 

Arc radiation data were obtained from (1) Arl 4159 A and the 
continuum at 4143 A (T < 60 us) and (2) Aril 4806 A and the con­
tinuum at 4820 A (23 < T MS < 466). The respective exit slit widths 
were (1) 6.43 A (argon I line) and 21.25 A (continuum) and (2) 6.43 
A (argon II line) and 34.9 A (continuum). The linear dispersion of 
the spectrograph was 11.0 A/mm. The entrance slit widths were 
200 M and 100 M for the argon I and argon II data, respectively. The 
time, T, was defined as the time, measured with respect to the initi­
ation of the voltage pulse, at which the center of the image of the 
arc was located at the entrance slit. 
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Also shown in Fig. 1 is the calibration lamp arrangement which 
duplicated the optical path of arc radiation. 

3 C a l c u l a t i o n s , R e p e a t a b i l i t y , a n d U n c e r t a i n t i e s 
Current, Voltage, r. The voltage at which the capacitor dis­

charge was initiated, 280 V, was repeatable to within ±2 V. During 
the transient, the repeatability of arc current and voltage were 
within about ±2 percent. The uncertainty in r was about ±0.5 us. 

Emission Coefficient, Tempera tu re , Pressure . The radia­
tion data, at various times into the transient, were obtained 
through repeated pulsing of the plasma. At a given time, T, multi­
ple recordings of the integrated intensity distribution were ob­
tained to establish the repeatability of the measurements; typical­
ly, the repeatability was within about ±5 percent (although in re­
gions of rapid, large scale oscillations, the spread tended to in­
crease to about ±10 percent). Further, at a given time, T, several 
individual recordings of the integrated intensity distribution were 
obtained; a representative recording (e.g., one with values about 
midway in the band found with the multiple recordings) was typi­
cally selected for data reduction. The local emission coefficients 
were determined through Abel inversion of the integrated intensi­
ty distributions. 

Radial distributions of temperature were determined from both 
line and continuum emission coefficients. The expression for line 
radiation is given by 

f — AmJlVmngmnh „.E{m)/kT 
4TTUA 

(where tmn - emission coefficient for spontaneous transition from 
upper level m to lower level n, Amn = transition probability, E(m) 
= energy of m bound level, gm = statistical weight, h = Planck's 
constant, k = Boltzmann constant, HA = number density of atoms; 
T = temperature, UA = partition function; vmn = frequency of ra­
diation). Continuum temperatures were calculated from a Kra­
mers-Unsold equation 

Mirrors Viewing Segment 

1 

e = 5.41 X 10-'U,ZB 
- neni 
yt72 

(where t = continuum emission coefficient including free-free and 
free-bound transitions, g = gaunt factor, rac = electron number 
density, n, = ion number density, T - temperature, Zerr = effec­
tive ion charge). Z'2g (a function of wavelength, pressure, and tem­
perature) was determined from reference [8]. 

For Arl 4159 A line, Amn = 0.0145 X 108 S" 1 [9), gm = 5 [9], Em 

= 117184 cm"1 [9]. For Aril 4806 A line, A,nn = 0.79 X 108 S ' 1 f9], 
g,„ = 6 [9], Em = 155053 cm"1 [9]. Partition functions were deter­
mined using reference [10]. For the continuum at 4143 A, Zeff

2g = 
1.86 [8] (to 15,000°K and in the range of pressures from 760 Torr 
to 1520 Torr [8]). For the continuum at 4820 A, Zt.,,

2« was approxi­
mated, from the data in reference [8] by Z,,rl

2s = 2.88 - 3,68 x 
10"5T (in the range of temperatures from 9000°K to 21,000°K; 
"Zen2''* was independent of pressure). 

Continuum temperatures were determined up to about 
15,000°K—at about which value the emission coefficient no longer 
was a strong function of temperature. Significant broadening of 
the Arl 4159 A line occurred with temperature [11]. An estimate of 
the broadening, averaged over the arc cross section, was developed 
as follows. Inversion of the measured integrated intensity distribu­
tion yielded the radial distribution of temperature. The average 
temperature was determined and the half width obtained from ref­
erence [11]; using this value, the ratio of the intensity within the 
bandpass of the spectrograph to the total line intensity was deter­
mined through reference [12]. New temperature distributions and 
average temperatures were then computed in the succeeding cycle. 
Since the original and the second cycle average values of tempera­
ture agreed to within about 100°K, the iteration was terminated. 
The foregoing ratio ranged from 0.94 at T = 0 /is to 0.80 at T = 60 
MS. Broadening of the Aril 4806 A line was not significant [13]. Ab­
sorption of Aril line radiation was not considered, even though, at 

Calibration 
! " ] Lamp ^ 

: 1 i c 

To oscilloscope 

Fig. 1 Optical system 

the higher temperatures (in excess of about 18,000°K), the absorp­
tion coefficient becomes significant [14]. Discussions [15-17] have 
indicated absorption effects to be negligible for this line at the in­
dicated conditions. At the wavelengths used, absorption of the 
continuum was negligible throughout the temperature range en­
countered [8]. 

Continuum emission coefficients were determined to within 
about ±15 percent; the uncertainty was associated principally with 
the use of the tungsten ribbon lamp as a standard source and with 
the repeatability of the calibration procedure. Since the line emis­
sion coefficients were determined through subtraction of the (si­
multaneously) measured adjacent continuum from the measured 
line plus continuum data, larger uncertainties were found therein. 
Uncertainty in the argon I line emission coefficients was about ±30 
percent. The uncertainty for the argon II line was a strong function 
of temperature: 20,000°K (±20 percent); 17,000 (±30); 15,000 
(±70); and 14,000 (±100). Corresponding maximum uncertainties 
in temperature found from continuum, argon I line, and argon II 
line emission coefficients were about ±100°K at about 10,000°K 
and ±600°K at about 15,000°K; ±200°K at about 10,000°K and 
±2800°K at about 15,000°K; ±800°K at about 13,000°K and 
±400°K above about 16,000°K, respectively. 

Uncertainties in the determination of the gaunt factor are about 
±20 percent [8]; those of the transition probabilities of Arl 4159 A 
and Aril 4806 A are about 25 percent and <25 percent, respective­
ly [9]. The uncertainties in the partition functions are about ±2 
percent [10]. 

The determination of temperature from local emission coeffi­
cients required information on equilibrium within the plasma and 
on the pressure within the arc. Local thermodynamic equilibrium 
was assumed [2], With this assumption, both the local temperature 
and pressure distributions could, in principle, be determined. In 
particular, for temperatures in excess of about 14,000°K, the argon 
II line and continuum emission coefficient data were used for this 
purpose. For this case, the calculated line emission coefficient-
temperature characteristic depended primarily on temperature 
and was a relatively weak function of pressure; the reverse was 
found for the continuum emission coefficient-temperature charac­
teristic (Fig. 2). A straightforward iteration, using the measured 
line emission coefficient as the primary indicator of temperature 
and the measured continuum coefficient as the primary indicator 
of pressure, rapidly converged to a set of consistent values for local 
temperature and pressure. The accuracy of the calculated values 
depended strongly upon the accuracy of the measured emission 
coefficients. Above 16,000°K, the previously noted uncertainties in 
emission coefficients resulted in corresponding uncertainties in 
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pressure of about ±90 Torr. At 15,000°K and 14,000°K the uncer­
tainties were about ±130 Torr and ±400 Torr, respectively. 

The foregoing procedure was not used with the argon I line and 
adjacent continuum since the line and continuum emission coeffi­
cient-temperature characteristics each depended strongly upon 
both temperature and pressure (Fig. 2); accuracy of such pressure 
calculations relied critically upon the accuracy of the measured 
emission coefficients. For this case, the previously noted uncer­
tainties in the argon I line and continuum coefficients would have 
yielded large uncertainties in pressure—about ±350 Torr. 

4 D i s c u s s i o n of R e s u l t s 

Typical dynamic measurements of arc current, voltage across 
segments 9.53 cm apart, wall pressure, and integrated intensity 
(measured at X — 0, i.e., across the diameter of the arc; note that 
the line measurements also contained the background continuum) 
are shown in Fig. 3. Arc current and voltage pulse application rise 
times were about 200 us and 3 us, respectively. Periodic oscilla­
tions, at about 10K Hz, were found in all dynamic measurements 
for times greater than about 150 /is. The capacitance of the dis­
charge, together with the external inductance (measured and cal­
culated), about 2 i+h, and the minimum value of arc resistance, 
about 0.2 Q, indicated the circuit to be highly damped (note, also, 
that the natural frequency of the pure LC circuit was relatively 
low, about 500 Hz). The observed oscillations were, therefore, 
characteristic of the arc. These oscillations were probably an 
acoustic resonance of the system; such behavior has been observed 
over a wide range of operating ccnditions [7]. The current and elec­
trode-electrode voltage fluctuations were about ±100 A and ±2 V, 
respectively. 

An initially rapid rise of current, about 60 A/us, occurred during 

the first 3 us following application of the pulse (not visible on the 
Fig. 3). The rate was limited by both the inductance in the circuit 
and by the turn-on characteristics of the SCR's employed. Similar 
behavior was found for the voltage rise. Initially, then, the re­
sponse of the arc was, essentially, resistive, i.e., arc temperatures 
did not change significantly (in this period, less than 1 percent of 
the pulse energy was applied). Arc expansion closely followed (as 
based upon temperature measurements) which, after the column 
reached the wall (within 7 us), was succeeded by heating of the 
plasma. 

Nonequilibrium effects have been found [3, 4, 18] with rapid 
changes in current (e.g., switch-off of an arc in about 20 ns), these 
effects (manifested particularly in the line radiation) lasting for 
about 100 ns. Under these dynamic conditions, the intensity 
change of argon line spectra was a strong function of temperature; 
at about 10,000°K, the intensity change (of Arl 6965 A) was about 
10 percent. Since in the present case (1) the current rise time ini­
tially was of the order of 3000 ns and (2) the initial center-line 
temperatures were above 10,000°K, relatively small nonequilibri­
um effects would be expected; none was observed in any measure­
ments of the integrated intensities. 

During the first 150 us, the behavior of the pressure transducer— 
the rapid rise in wall pressure, the large overshoots, and the high 
frequency oscillations (about 35°K Hz)—indicated the sensor sys­
tem (transducer, cavity, etc.) to be responding as an underdamped 
system. The rapid reduction in signal level at about T = 150 us was 
an indication of mechanical buckling of the transducer face caused 
by excessive heat loading [19] during pulsed operation (when the 
arc filled the channel and expanded into other openings, as will be 
described; as noted earlier, the transducer face was located 1.5 mm 
from the arc channel). Mechanical buckling resulted in significant 
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reduction in (at least) the output voltage [19], the effect becoming 
greater with time. Pressure fluctuations in the oscillatory region 
were about ±100 Torr. 

Oscillations of the argon II line relative center-line integrated 
intensity were typically out of phase with those of the argon I line 
and continuum. This behavior may be qualitatively described by 
relating the integrated intensities to the emission coefficient-tem­
perature characteristics (shown in Fig. 2) and by anticipating peak 
temperatures in excess of about 15,000°K. Therefore, local maxi­
ma in the argon II line relative center-line integrated intensity cor­
responded to local maxima in temperature. The corresponding 
phase relationship of the pressure oscillations further reinforced 
the temperature behavior. The phase relationships between cur­
rent, pressure, and integrated intensity (temperature) were consis-
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Fig. 4 Calculated radial distributions of pressure at various times into the 
transient 

tent with steady-state characteristics reported in reference [14]. 
The calculated radial distributions of pressure at various times 

into the transient, determined as described in the previous section, 
are shown in Fig. 4. The results for T = 30 /as were arbitrarily ter­
minated at a radius of about 1.5 mm as a consequence of the gener­
ally low pressures obtained. At a given T the distributions generally 
indicated a nearly constant pressure level, at least within a core. 
The observed reductions in pressure in the outer regions were 
probably a consequence of the lessened accuracy of the emission 
coefficients (as described in the previous section). 

The timewise behavior of both the calculated center-line pressure 
and the measured wall pressure are presented in Fig. 5. For times 
greater than about 50 us the differences are about 300 Torr (about 
30 percent). As discussed in the previous section, however, the re­
sponse of the pressure sensor was altered (reduced) significantly 
through mechanical buckling of the transducer face due to exces­
sive heat loading. During the first 100 /us, as discussed in the previ­
ous section, the response of the pressure transducer corresponded 
to that of a underdamped system. On the other hand, the calculat­
ed center-line pressures indicated relatively low values in this peri­
od. In this interval, relatively large uncertainties in calculated 
pressure, about 400 Torr, were found; the uncertainties were due 
to the correspondingly large uncertainties in emission coefficients. 
Thus, for times greater than about 150 us, the calculated values 
were probably more correct; for smaller times, 25 S TUS £ 150, an 
average value of about 1100 Torr (as averaged from the measured 
wall pressure) could serve as an estimate. 

As noted in the previous section, calculations of the temperature 
distribution required a specification of pressure. Based upon the 
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Fig. 5 Calculated and measured pressures as a function ot time 

pressure measurements and calculations, the pressure inputs were 
determined as follows. For T > 100 us, local temperatures were 
computed using (1) local pressures (e.g., Fig. 5), piocal and (2) an 
assumed pressure, maintained constant with radius; that selected 
was the local center-line pressure, pc. For T < 23 us, a constant 
value of pressure was again assumed. Owing to the large uncertain­
ties in pressure during this interval, estimated values (pt.st), as 
shown by the dashed line in Fig. 5, were selected. As noted in the 
foregoing, estimated pressures probably underestimated the actual 
values. In the range 30 < TMS < 100, p e s t was principally employed. 

Radial distributions of temperature are shown in Figs. 6 and 7 
for the earlier and later portions of the transient, respectively. For 
T > 100 MS, temperatures were determined from argon II line only. 
In the range 30 < TMS < 100, argon II and, to temperatures of about 
15,000° K, argon I and the respective continuum were employed. 
For T < 30 IJLS, argon I line and the adjacent continuum were used 
to determine temperatures. 

The steady-state temperature distribution, not shown in Fig. 6, 
was about 150°K lower than that shown at T = 7 MS; the tempera­
tures were in agreement to within about 200°K with those ob­
tained under similar operating conditions [20]. The relatively 
small rise in temperature at T = 7 MS suggested that, during the pe­
riod, the arc had (principally) expanded to the wall prior to heat­
ing. At T = 20 MS considerable heating of the arc had occurred. The 
distributions shown at T - 60 us were computed for the two argon 
lines and their respective adjacent continuum. The tendency for 
the plasma to fill the channel and to expand into the viewing win­
dow slit was clearly indicated at T = 60 us and has probably oc­
curred earlier; similar behavior is seen at r = 100 us and T = 363, 
466 MS (Fig. 7). Differences between temperatures computed using 
local pressures and a constant center-line pressure ranged from 
zero at the center line to a maximum of about 600° K in the outer 
regions. 

The timewise dependence of the center-line temperature is 
shown in Fig. 8. A first estimate of the characteristic rise time, r, 
may be obtained from the relation T = R2/0a2 (where R = radius 
and a = thermal diffusivity, /3 = the first zero (2.405) of the Bessel 
function). At 16,000°K, r ~360 MS. In the range 30 < TMS < 100, 
center-line temperatures calculated according to piocal (Pc at the 
center line) and pesi. were in agreement to within about 300°K. 
Using a higher value of peat, as discussed earlier, would have fur-

o A I 4159 A, p = pest 

A A Cont 4143 A, p = pest 

d A II 4806 A. p = pest 

A- A Cont 4820 X, p = pest 

Radius, mm 

Fig. 6 Radial distributions of temperature at various times into the tran­
sient, 0 < TMS ^ 60 

ther reduced these temperatures presented by about 150°K. The 
maximum center-line temperature obtained was about 20,000° K, 
at T = 414 MS; the range in temperatures found reflected the repeat­
ability of the transient at this time. For T > 150 MS, the average 
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center-line temperature, current, and pressure were about 
18,000°K, 1200 A, and 1150 Torr, respectively. At the same current 
and pressure level, a steady-state center-line temperature of about 
16,500°K would be expected [14]. The temperature difference, 
about 1500° K, was larger than anticipated through consideration 
of uncertainties and suggest the oscillatory behavior as a signifi­
cant contributing factor, particularly in the pressure dynamics and 

21 

13 

(JAIT4806A, p = pc 

(rAH4806A, p = P|0ca( 

o r = 100 us 
A r = 204 us 
D r = 363, 466 us 
0 r = 4 1 4 u s 

I L_ 

0 1 2 3 4 5 6 

Radius, mm 

Fig. 7 Radial distributions of temperature at various times into the tran­
sient, T > 100 US 

the associated effects of temperature. The results also pointed to 
operation under oscillatory conditions as a means to increase aver­
age temperatures with respect to those in the steady-state. 

S u m m a r y 
The experiments which were conducted upon a voltage pulsed 

(rise time ~ 3 fis) coaxial argon plasma resulted in rise times of 
about 200 us for both current and center-line temperature. Radial 
distributions of temperature, determined from argon I and II lines 
and their respective continuum, were obtained at various times 
into the transient using spectroscopic techniques having data ac­
quisition times of about 5 us. Under certain conditions, e.g., for 
temperatures in excess of about 15,000°K, the argon II line and ad­
jacent continuum were employed in the determination of pressure 
distributions. Acoustic oscillations of the system, at about 10K Hz, 
were observed after about 150 /is into the transient; average final 
arc current, center-line temperature and pressure were about 1200 
A, 18,000°K, and 1150 Torr, respectively. 
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ERRATUM 

E r r a t u m : F . W . A h r e n s a n d H . N . P o w e l l , " E f f e c t s of a T r a n s v e r s e M a g n e t i c F i e l d on a C o n s t r i c t e d E l e c t r i c A r c , " p u b l i s h e d i n 

t h e M a y 1975 i s s u e of t h e J O U R N A L O F H E A T T R A N S F E R , p p . 267-273 . 

1 T h e ca ra t s a p p e a r i n g over the u n i t vectors x" a n d ^ in equa­

t ions (5), (6), (8), (16)-(18) should be de le ted . 

2 E q u a t i o n (9) should read : 

q7; = - V </>„ (9) 

3 T h e r i gh t -hand side of equa t ion ( l i d ) should be p receded by 

a m i n u s sign. 

4 T h e range of app l icab i l i ty for equa t ions ( l i e ) a n d ( l l g ) 

should read : 

o < r i a 
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ERRATUM 

Erratum: F. W. Ahrens and H. N. Powell, "Effects of a Transverse Magnetic Field on a Constricted Electric Arc," published in 
the May 1975 issue of the JOURNAL OF HEAT TRANSFER, pp. 267-273. 

Journal of Heat Transfer 

1 The carats appearing over the unit vectors x and z in equa­
tions (5), (6), (8), (16)-(18) should be deleted. 

2 Equation (9) should read: 
qll = - V 1>[/ (9) 

3 The right-hand side of equation (Ud) should be preceded by 
a minus sign. 

4 The range of applicability for equations (Ue) and (Ug) 
should read: 

o<r«a 
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Liquid Crystal Thermography and 
Its Application to the Study of 
Convective Heat Transfer 
A thermographic technique is presented that allows visual determination of both quali­
tative and quantitative heat transfer and fluid flow information to be obtained on heat­
ed objects placed in forced convection environments. The technique employs cholesteric 
liquid crystals as the temperature sensing agent. The liquid crystals indicate tempera­
ture by exhibiting brilliant changes in color over discrete, reproducible temperature 
ranges. The technique has been used to quickly and easily obtain information on the 
variation of the Nusselt number on a right circular cylinder placed in a crossflow of air. 
In addition to yielding precise quantitative heat transfer information, the liquid crystal 
thermographic technique afforded the opportunity to visually observe the effects of flow 
separation, the separation bubble region, the turbulent boundary layer, and the turbu­
lent wake on the surface temperature of the heated cylinder. The experimental results 
obtained using the liquid crystal thermographic technique are in close agreement with 
results obtained by other investigators who have used standard measuring techniques. 

Introduction 

The purpose of this paper is to report on a technique that allows 
visual determination of both qualitative and quantitative heat 
transfer and fluid flow information on heated objects placed in 
forced convection environments. Cholesteric liquid crystals, a com­
mercially available material that exhibits brilliant changes in color 
over discrete, reproducible temperature bands, are used as the 
temperature sensor in the technique. By appropriate calibration, 
the colors displayed by the liquid crystal material can be accurate­
ly related to the temperature of the material. This allows one to vi­
sually observe select isotherms and, further, can be used to infer 
the location of points of flow separation and boundary layer reat­
tachment. The colors displayed by the liquid crystal material also 
give a dramatic indication of the influence of turbulence on surface 
temperature. In a region of turbulent flow, the colors displayed by 
the liquid crystal material continuously dim and glow in response 
to the "scrubbing" action caused by random bursts of cool fluid 
impacting on the heated surface. 

The liquid crystal thermographic technique has been used to de­
termine the circumferencial variation of the Nusselt number on a 
uniformly heated right circular cylinder cooled by forced convec-

Contributed by Heat Transfer Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS and presented at the AIChE-ASME 
Heat Transfer Conference, San Francisco, Calif., August 11-13, 1975. Jour­
nal manuscript received at ASME Headquarters June 4, 1975. Paper No. 
75-HT-15 

tion in a crossflow of air. The heated cylinder in crossflow repre­
sents a classic heat transfer problem that has been studied both 
experimentally and theoretically by numerous investigators over 
the last 40 or so years. As such, it served as an ideal problem to 
study with the liquid crystal technique since both theoretical and 
experimental results were available for comparison. In the present 
investigation, Reynolds numbers were varied from approximately 
40,000-150,000. This allowed the study of both subcritical and 
critical flow regimes. 

Data were obtained on a 10 cm dia right circular cylinder con­
structed from a 0.1 cm thick carbon impregnated paper that exhib­
ited an electrical resistivity of 2.5 ohm-cm. The outer surface of 
the cylinder was coated with a thin layer of the liquid crystal mate­
rial. A known heat flux was established on the surface of the cylin­
der by employing the Joulean heating effect produced by passing a 
constant current longitudinally through the resistive paper. The 
inner hollow space of the cylinder was firmly packed with glass 
wool to prevent heat losses into this region. The glass wool also re­
inforced the cylinder and aided in resisting deformation due to the 
outer flow. 

The Nusselt number results obtained in the present investiga­
tion compare within the estimated experimental uncertainty (5 
percent) in the forward stagnation region on the cylinder with the 
theoretical solutions proposed by Schuh [l],1 Seban, and Chan [2], 
and Perkins and Leppert [3]. Beyond approximately 60 deg, the 

1 Numbers in brackets designate References at end of paper. 
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experimental results rapidly diverge from the theoretical predic­
tions. This trend is consistent with the experimental results of 
Giedt [4], Seban [5], and Meyer [6] and is most probably explained 
by the fact that a pressure distribution based on frictionless fluid 
flow behavior was used to generate the theoretical curve. 

Background 
Liquid Crystals. In 1888, an Austrian botanist, Friedrich Re-

initzer, observed that certain organic compounds appeared to pos­
sess two melting points, an initial melting point that turned the 
solid phase to a cloudy liquid and a second melting point at which 
the cloudy liquid turned clear. Further research revealed that an 
intermediate phase, or "mesophase," did indeed exist between the 
pure solid phase and pure liquid phase of some organic com­
pounds. Reinitzer termed this phase a "liquid crystal phase," an 
appropriate designation when one considers that the liquid crystal 
phase exhibits the fluidity of a liquid while at the same time main­
taining a degree of anisotropic, ordered structure of a crystalline 
solid. Since Reinitzer's original work, a great deal of research con­
cerning the structure of liquid crystals has been carried out result­
ing in the classification of liquid crystals into one of three catego­
ries: smectic, nematic, or cholesteric; the particular category being 
determined by the molecular structure of the liquid crystal. In the 
present work, no attempt was made to study the details of the mo­
lecular structure of liquid crystals. Excellent papers on this aspect 
of liquid crystal technology have been published by Brown and 
Shaw [7], Fergason [8], Fergason and Brown [9], Dreher, Meir, and 
Saupe [10], and Stephen and Straley [11]. Of particular interest in 
the present investigation were the optical properties exhibited by 
the liquid crystal phase and the change that may be produced in 
the light transmitting and scattering properties of thin films of liq­
uid crystal materials when certain fields are impressed on these 
films. 

A variety of externally applied fields including electrical, mag­
netic, shear, pressure, and thermal fields have been found to pro­
duce a change in the optical properties of liquid crystals. As an ex­
ample, nematic liquid crystals, when applied in a very thin film 
and viewed through a dielectric material such as glass, appear 
opaque when an electrical field is applied but appear transparent 
in the absence of the electrical field. Smectic liquid crystals behave 
in a similar fashion. Although a host of applications have been and 
more than likely will continue to be found for the nematic and 
smectic type liquid crystals [12-17], of immediate concern in our 
investigation has been the response of cholesteric liquid crystals to 
thermal fields and the use of this response to obtain both qualita­
tive and quantitative heat transfer information. 

Cholesteric liquid crystals, as the name implies, are formed from 
esters of cholesterol. The property of interest, from a heat transfer 
point of view, of the cholesteric type liquid crystal concerns its re­
sponse to temperature. Over a known, reproducible range of tem­
perature, the "event temperature range," the cholesteric liquid 
crystal will progressively exhibit all colors of the visible spectrum 
as it is heated through the event temperature range. The phenom­
e n a is reversible, repeatable and, with proper care, color can be ac­
curately calibrated with temperature. 

Both the width of the event temperature range and its place­
ment on the temperature scale can be controlled by selecting the 
appropriate cholesteric esters and the proportions used in a given 
formulation. At present, liquid crystals are commercially available 
with event temperature ranging from a few degrees below zero to 
several hundred degrees Celsius. Liquid crystals can be obtained 
with event temperature spans as small as 1°C to as large as 50°C. 
For optimum brilliance, the cholesteric liquid crystals should be 
applied as a thin film (0.003-0.006 cm) on a black substrate. The 
black substrate insures that all light transmitted through the liq­
uid crystal film is absorbed and, therefore, is not reflected to com­
pete with the desired signal. 

Pure liquid crystals, although exhibiting brilliant colors, pose 
several problems from the point of view of laboratory usage. Once 

applied to a specimen, the pure liquid crystals deteriorate rapidly 
with age permitting only a few hours of experimentation. They are 
also susceptible to contamination with marked alteration in per­
formance resulting from exposure to many common atmospheric 
contaminants, as well as to ultraviolet light. Further, the detection 
of temperature via a change in color is strongly influenced by view­
ing angle. 

Many of the problems associated with the use of pure cholesteric 
liquid crystals have either been eliminated or greatly reduced 
through an encapsulating process developed by the National Cash 
Register Company. The encapsulated liquid crystals, referred to 
appropriately enough as Encapsulated Liquid Crystals, are coated 
with gelatin in a polyvinyl alcohol binder. This coating results in 
the formation of small spheroids with typical diameters on the 
order of 20-50 microns. In addition to extending the life of the liq­
uid crystals to as long as several years by protecting the raw crys­
tals from the damaging effects of ultraviolet light and atmospheric 
contaminants, the encapsulation procedure also greatly reduces 
the variation of color due to viewing angle. Further, unlike the 
pure liquid crystals, the encapsulated liquid crystals are relatively 
insensitive to the effects of normal and shearing forces. Encapsu­
lated liquid crystals can be obtained in one of two forms, either 
precoated on a blackened substrate of paper or mylar, or in a water 
based slurry. For our experiments, the encapsulated liquid crystals 
were obtained in slurry form which allowed manual coating of the 
specimen surface with an ordinary brush. 

P r io r Work. Cholesteric liquid crystals have been employed in 
a number of interesting applications over the past several years. 
To date, the majority of uses have involved qualitative interpreta­
tion of the temperature fields displayed so colorfully by the liquid 
crystals, that is to say, observing hot and cold regions without re­
gard to precise temperature levels. In the field of nondestructive 
testing, liquid crystals have been used to check for irregularities on 
bonded structures [18-20], to observe regions of overheating on 
electronics equipment [15, 19, 20], to check for flow blockages in 
heat exchangers [21], as crack detectors on aircraft structures [21], 
and to check the effectiveness of windshield heaters [15, 21, 23], to 
name but a few typical applications. In the medical field, cholest­
eric liquid crystals have been used to observe surface blood flow 
patterns in humans and as a diagnostic tool for the detection of 
breast cancer [23-25]. Cholesteric liquid crystals have also been 
used to study the characteristics of laser beams and ultrasonic 
beams [26, 27]. 

Several investigators have employed liquid crystals as the tem­
perature transducer in engineering heat transfer studies. Raad and 
Myers [28] used liquid crystals to observe nucleation sites in a 
study of pool boiling. Ennulat and Fergason [29] employed a liquid 
crystal film as the display device in a noncontacting thermal imag­
ing system. Maple [30] studied the transient and steady-state tem­
perature fields that develop on the exterior of an active sonar 
transducer by coating the surface of the transducer with liquid 
crystals. Cooper and Groff [31], Katz and Cooper [32], and Cooper 
and Petrovic [33] employed liquid crystals coated on thin mylar 
sheets to observe the temperature fields produced by resistively 
heated, radio-frequency, and cryosurgical cannulas, respectively. 

The use of cholesteric liquid crystals in wind tunnel experiments 
was first investigated by Klein [34, 35] in 1968. Klein employed 
unencapsulated cholesteric liquid crystals as the surface tempera­
ture sensor. The primary objective of Klein's work was to evaluate 
the feasibility of using liquid crystals to determine the location of 
the laminar and turbulent boundary layers that develop on wind 
tunnel aircraft models. The unencapsulated liquid crystals were 
applied directly to the model surface and, at the appropriate con­
ditions of free stream air temperature and velocity, the portion of 
the model that was wetted with a turbulent boundary layer exhib­
ited a different color than its laminar counterpart. The difference 
in color displayed by ihe liquid crystals resulted from the slightly 
higher adiabatic wall temperature associated with the turbulent 
flow. Although Klein was able to obtain such qualitative informa­
tion using the liquid crystal technique, he was unsuccessful in at-
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tempts to obtain accurate quantitative data due to the adverse ef­
fects that surface contamination, ultraviolet light and flow induced
shear stress produced on the unencapsulated liquid crystals. In a
follow on study, Klein and Margozzi [36] attempted to develop a
technique for visually measuring shear stress by utilizing the shear
stress sensitivity of certain types of unencapsulated cholesteric liq­
uid crystals. Although they found that liquid crystals could be for­
mulated that were relatively sensitive to shear and insensitive to
temperature, they found it difficult to accurately interpret the
color signal produced by the crystals since the liquid crystal coat­
ing tended to flow and develop a rough texture in response to the
shearing effects of the flow. It was concluded that while it ap­
peared feasible to measure shear stress using unencapsulated liq­
uid crystals much additional research would be needed to develop
liquid crystals that would exhibit high shear sensitivity while at
the same time maintaining low temperature, angle, and pressure
dependence.

McElderry [37], in an investigation similar in principle to the
one conducted by Klein, used encapsulated cholesteric liquid crys­
tals as a means of determining boundary layer transition on a flat
plate placed in a supersonic air stream. McElderry found that the
encapsulated liquid crystals produced color displays that were not
affected by the adverse sensitivity to shear and contamination that
Klein had experienced with the unencapsulated liquid crystals.
McElderry also found that the colors displayed by the encapsulat­
ed liquid crystals were relatively independent of viewing angle.

Experimental Apparatus
The experimental study was carried out using a low speed Aerol­

ab wind tunnel with a test section that was 81 cm high and 114 cm
wide. The tunnel had a four-speed transmission and was powered
by a 75 kW motor. The motor was capable of generating a maxi­
mum speed of 90 mls in the clear test section. With the cylinder in
place the peak speed was 75 m/s. The turbulence intensity in the
clear test section was measured with a hot wire anemometer and
was found to vary from 0.5 to 0.7 percent over the range of speeds
of interest.

In the initial phase of this investigation, an acrylic tube wrapped
with Nichrome ribbon was used as the test cylinder. This cylinder
had been previously used by Meyer [6] in a study of the heat trans­
fer characteristics of a uniformly heated cylinder placed in a cross­
flow of air. 8everal problems were encountered using the Nichrome
wrapped cylinder and an improved experimental procedure was es­
tablished using a cylinder constructed from an electrically resistive
carbon impregnated paper that shall be referred to as "Temsheet."
Temsheet is a thin, flexible, fibrous material containing no wires or
ribbons. The nominal thickness is 0.1 cm and the electrical resis­
tivity is approximately 2.5 ohm-cm. The heat that is generated
when a constant electrical current is passed through a square sec­
tion of the paper is uniform to within 2 percent from point to
point.

A hollow cylinder, with an outer diameter of 10.0 cm and a
length of 30.0 cm, was formed from a section of Temsheet. Prior to
forming the Temsheet into a cylindrical form, two strips of alumi­
num tape were attached in parallel fashion to what was to be the
inner surface of the cylinder. One of the aluminum strips was
placed 7.5 cm down from the top of the Temsheet section and the
other was placed 7.5 cm up from the bottom. This left a 15 cm re­
gion between the strips. By attaching power leads to the aluminum
strips, the strips were made to serve as electrodes. A uniformly
heated test section was established by passing a constant electrical
current between the electrodes. To assure that intimate electrical
contact was established between the aluminum strips and the
Temsheet, a silver based conductive paint was applied along the
inner edges of the strips.

To guard against free convection effects in the internal region of
the Temsheet cylinder, the cylinder was tightly packed with glass
wool. The glass wool also added a degree of structural rigidity to
the cylinder and aided in resisting deformation when an external
velocity field was applied around the cylinder.
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The Temsheet cylinder was supported in the central section of
the wind tunnel with the aid of two wooden end pieces. These end
pieces were 10.0 cm in diameter, 30 cm long, and were permanently
attached to the floor and ceiling of the wind tunnel. The end piece,
attached to the floor of the wind tunnel, had a 3.0 cm hole drilled
through its axis through which electrical leads could be passed.
The last 5.0 cm on each end piece was turned down approximately
0.125 cm. This small step in each end piece allowed the Temsheet
to be smoothly and firmly attached to the wood with double
backed tape.

The completed assembly presented a smooth, continuous cylin­
der, 81 cm in length and 10.0 cm in diameter, to the flow. Only the
center 15 cm of the Temsheet cylinder, however, was heated. No
guard heating was employed in this design. An elementary heat
transfer analysis [38] indicated that edge effects were significant
only to within approximately 1 cm of each electrode. As such, data
were collected only within the central 10 cm of the 15 cm heated
section.

Liquid Crystal Application and Calibration
Two Temsheet cylinders were employed in the present investi­

gation. One cylinder was coated entirely with liquid crystal 8-43.
The other cylinder was coated with a series of circumferential
strips of liquid crystals. The strips were 1 cm wide and were sepa­
rated by 0.3 cm. The strips were located in the central 10 cm of the
15 cm test section. Fig. 1 is a photograph of the cylinder coated
with the liquid crystal strips. Reading in order from top to bottom,
the following liquid crystal formulations were applied to the cylin­
der: R-49, 8-45, 8-43, 8-40, 8-38, 8-36, 8-34, and 8-32. The liquid
crystals were applied directly to the surface of the Temsheet with a
small brush. Two separate coats of the slurry based encapsulated
liquid crystals were found to produce optimum brilliance.

A water filled, Rosemount constant temperature bath, capable

Fig. 1 Photograph 01 the Temsheet cylinder coated with the elghl liquid
crystal bands-the colors displayed by the liquid crystals appear as the
light gray regions In the black and white photo
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Table 1 Liquid crystal calibration results—temperatures listed refer to 
the onset of red, green, and blue, respectively 

Liquid Cryst : 
(NCR Designat 

S-32 

S-34 

S-36 

S-33 

S-40 

S-4 3 

S-45 

R-49 

of establishing and maintaining temperature to within 0.01°C ac­
curacy, was employed in the liquid crystal calibration procedure. 
The bath temperature was monitored and controlled with a plati­
num resistance thermometer. The eye was used to determine color. 
All liquid crystal formulations were calibrated on a piece of the 
material to which they would be applied for data collection. The 
liquid crystal coated substrates were enclosed in small, clear plas­
tic bags to seal them from the damaging effects of water. The 
package was then suspended in the water bath. The temperature 
of the bath was slowly raised until the event temperature range 
was reached. By carefully adjusting the bath temperature, an accu­
rate measure of the event temperature corresponding first to the 
onset of red, then to green, and finally to blue was made. No at­
tempt was made to determine shades of red, green, or blue, simply 
their onset. The procedure was also repeated in reverse order by 
slowly lowering the bath temperature through the event tempera­
ture range and noting the end of the blue, green and red displays. 
Using this procedure, temperature and color were calibrated to 
within an estimated accuracy of 0.1°C. Table 1 lists the calibration 
results. It should be noted that the observer who calibrated the liq­
uid crystals also made all color determinations during the actual 
experimental runs. 

It should be pointed out that the calibration scheme described 
in the foregoing, although quite precise, did not exactly simulate 
the environment in which the liquid crystals were used to collect 
experimental data. The bath calibration procedure did not subject 

• the liquid crystals to a spatial temperature gradient, whereas the 
liquid crystals were used to collect experimental data in regions of 
varying temperature. Field [38] employed an in-situ calibration 
scheme as well as the calibration scheme described herein in his in­
vestigation of the heat transfer characteristics of a heated cylinder 
situated in a crossflow of air, and found that the liquid crystals 
yielded results that were within the experimental uncertainty of 
the sensors (thermocouples) used to provide reference data. Field's 
calibration results, together with the agreement of the heat trans­
fer results generated using the liquid crystal technique with those 
of other investigators who have employed standard techniques, 
suggests that temperature gradients do not significantly alter the 
temperature-color relationship displayed by liquid crystals. 

E x p e r i m e n t a l P r o c e d u r e 
Before proceeding with a description of the experimental proce­

dure employed with the Temsheet cylinder, a brief qualitative de­
scription of the temperature distribution that exists on the surface 
of a uniformly heated cylinder placed in crossflow will be given. 
This description will prove helpful in describing and interpreting 
the liquid crystal results. 

Flow past a cylinder may be classified as subcritical, critical, su­
percritical, or transcritical. Roshko [39] presents an excellent dis­
cussion of the fluid flow phenomena associated with the various 
flow regimes. Since the present set of experiments examined Reyn­
olds numbers ranging only from approximately 40,000-150,000, 
only the subcritical and critical flow regimes will be discussed here. 

In subcritical flow, laminar hydrodynamic and thermal bounda-

LAMINAR SEPARATION PONT 
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Fig. 2 Sketch of a typical temperature distribution, T, that develops on 
the surface of a uniformly heated cylinder that loses heat In an amout qw 

to a fluid siream. The fluid is at a uniform temperature, r „ , and is moving 
with velocity U„. The conditions depicted are for subcritical flow as evi­
denced by the presence of a laminar separation at an angle $s. 

ry layers grow from a minimum thickness at the forward stagna­
tion point on the cylinder to a maximum thickness at an angular 
location of approximately 80-85 deg. At this location the kinetic 
energy of the fluid in the boundary layer has been attenuated suf­
ficiently due to frictional effects that the developing adverse pres­
sure gradient can no longer be overcome. As a result, the laminar 
boundary layer separates and a turbulent wake develops. 

Fig. 2 depicts a typical subcritical flow pattern and the resulting 
trends in both temperature and heat transfer coefficient on the 
surface of a uniformly heated cylinder. Note that the maximum 
temperature exists at the separation point. This corresponds to the 
point of maximum thermal resistance, or minimum heat transfer 
coefficient. The ever decreasing temperature profile on the rear 
side of the cylinder is due to the scrubbing action of the highly tur­
bulent wake. It certainly must be noted that the temperature pro­
file depicted in Fig. 2 on the rear side of the cylinder is an average 
profile. The actual profile is highly transient in nature due to the 
continually changing flow pattern in the wake. 

Critical flow is characterized by the growth of a laminar bounda­
ry layer on the forward half of the cylinder just as in the subcritical 
flow case. The laminar boundary layer separates in the region of 
80-85 deg but, unlike the subcritical flow case, a subsequent tran­
sition to turbulent state of flow occurs resulting in the reattach­
ment of a now turbulent boundary layer. This reattached turbu­
lent layer ultimately separates at a position downstream of the 
laminar separation point. The region between the laminar separa­
tion point and the point of reattachment of the turbulent bounda­
ry layer is sometimes referred to as a "separation bubble" [39-41]. 

Fig. 3 depicts a typical critical flow pattern and the resulting 
trends in both the temperature and heat transfer coefficient. Note 
that unlike the subcritical flow case, there are now two local tem­
perature maxima. These exist at the location of the laminar and 
turbulent separation points. The local minimum in temperature 
which occurs between the two temperature peaks marks the point 
of reattachment of the turbulent boundary layer. 

For data collection, the Temsheet cylinder with eight liquid 
crystal bands was installed in the wind tunnel. A reference thermo­
couple was placed upstream of the cylinder and was used to moni­
tor air temperature. Air speed was monitored using a microma-
nometer that was attached in differential fashion to static pressure 

Journa! of Heal Transfer AUGUST 1975 / 445 

Downloaded 24 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



taps in the settling chamber and test section. The technique sug­
gested by Pope [42] was used to correct the measured free stream 
velocity for the effects of solid blockage and wake blockage due to 
the presence of the model in the wind tunnel. Details can be found 
in [6, 38]. For the case of the Temsheet cylinder, the correction 
amounted to less than 3 percent. 

Prior to starting the wind tunnel, the electrodes on the inner 
surface of the Temsheet cylinder were attached to a power supply. 
The power supply was energized and voltage was adjusted to bring 
the surface temperature of the cylinder to a temperature of ap­
proximately 50°C. This caused all of the liquid crystal bands to 
pass through their event temperature ranges. Preheating the cylin­
der prior to initiating flow served three purposes. First, it allowed 
the resistance of the 15 cm test section to be measured at condi­
tions of maximum expected temperature. It was found that the re­
sistance was 12.0 ohms. This was within 0.1 ohms of the room tem­
perature resistance. Second, it allowed the uniformity of packing 
of the glass wool filling the inner portion of the cylinder to be 
checked. Regions of nonuniform packing showed up as local hot 
and cold spots on the surface of the cylinder. These regions were 
adjusted prior to initiating flow. Finally, preheating the cylinder 
reduced the time necessary to reach steady state once the tunnel 
was started. 

Having preheated the cylinder, flow was established in the wind 
tunnel. Immediately after flow was initiated, the cylinder started 
to cool. To counter this, the power supplied to the cylinder was in­
creased to maintain the hottest spot on the cylinder at 49.8°C. 
This corresponded to the red transition point on liquid crystal 
R-49. Referring to Figs. 2 and 3, it is seen that the hottest point on 
the cylinder occurs at the point of laminar separation. In the range 
of Reynolds numbers studied in the present investigation, 
40,000-150,000, this point varied from 81 to 87 deg. This is consis­
tent with the location of laminar separation points found by others 
[43]. 

Power was continually adjusted to maintain liquid crystal R-49 
red at the laminar separation point until steady-state conditions 

TRANSITION REGION 
(SEPARATION BUBBLE) 
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LAMINAR 

SEPARATION POINT 
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Fig. 3 Sketch of a typical temperature distribution, T, thai develops on 
the surface of a uniformly heated cylinder thai loses heat in an amount qw 

to a fluid stream. The fluid is at a uniform temperature, T„, and Is moving 
with velocity Ua. The conditions depicted are for critical flow as evidenced 
by the presence of a laminar separation at an angle 0S, a separation bubble 
region, a point of reattachment of a turbulent boundary layer at an angle S„ 
and a subsequent separation of the turbulent boundary layer at an angle 

were reached. This usually occurred within fifteen minutes after 
flow was initiated in the tunnel. At least 5 min were allowed be­
yond the time at which steady state was judged to have been 
reached before data were collected. 

It was found that the most accurate temperatures were found at 
the beginning of the color transitions of the liquid crystals. In the 
regions where temperature gradients were sharp, there was no 
problem in visually determining the onset of the red, green, and 
blue transitions. The particular liquid crystal in the temperature 
range at these locations would undergo the red to green to blue 
transitions over a short distance. The point of blue transition was 
particularly easy to locate. 

The point of color transition near the forward and rear stagna­
tion points of the cylinder was much more difficult to locate. The 
temperature gradients in these regions were quite shallow, particu­
larly in the forward stnation region. It was not uncommon for a 
given liquid crystal to exhibit approximately the same color over 
15-20 deg of arc. The actual transition to a particular color usually 
was not apparent. The uncertainty in interpreting temperature by 
color in such regions was on the order of 0.5°C. This was improved 
on by adjusting the power level to force a color transition in the 
particular region of interest. 

For critical flows, the procedure for locating separation was fol­
lowed to locate the points of laminar separation, reattachment and 
turbulent separation. The separation bubble manifested itself as a 
local cool spot bounded by two local hot spots. In the present set of 
experiments, such a cool region first appeared at a Reynolds num­
ber of 121,500. This marked the onset of critical flow conditions. 
Only two critical flow Reynolds numbers were examined, 121,500 
and 148,000. At larger Reynolds numbers, visible deformation oc­
curred at the forward stagnation region on the cylinder. 

Precise temperature data were not obtained using the cylinder 
coated entirely with liquid crystal S-43. This cylinder was used 
only to test for edge effects and the straightness of the isotherms 
in the axial direction. 

Results 
T e m p e r a t u r e Distr ibution. Figs. 4 and 5 are sketches of typi­

cal liquid crystal displays associated with subcritical and critical 
flows, respectively. Fig. 1 is a black and white reproduction of a 
colored photo taken of the heated cylinder placed in subcritical 
flow. Although color is not evident in the photo in Fig. 1, on close 
inspection one can see small gray regions similar in location to the 
shaded regions shown in Fig. 4. These gray regions are the color 
bands that are clearly evident to the naked eye and in colored pho­
tos and movies. 

The sketch shown in Fig. 4 depicts the case where the power 
supplied to the test section has been adjusted to force liquid crys­
tal R-49 to turn red at the point of laminar separation. At this par­
ticular power level, liquid crystal S-45, which is located just below 
R-49, has been heated in excess of its event temperature range 
along the separation line. However, just forward and aft of the sep­
aration line, the cylinder has been cooled sufficiently by the flow to 
be in the event temperature range of S-45. As such, the S-45 strip 
displays two separate regions of color. A similar pattern exists on 
strips S-43, S-40, S-38, and S-36, but the spacing between the col­
ored regions continually widens. Due to the very mild surface tem­
perature gradient that exists near the forward stagnation region on 
the cylinder, liquid crystal S-34 is depicted as displaying color over 
a very large arc length. As has been previously discussed, precise 
color interpretation was difficult in this region. Liquid crystal S-32 
is depicted as displaying only one colored region. This is because 
the region of the cylinder near the rear stagnation point was nor­
mally cooled to lower temperatures than a similar region near the 
forward stagnation point. As such, the entire forward portion of 
the cylinder is depicted as existing at temperatures greater than 
the event temperature of S-32. 

The sketch shown in Fig. 5 again depicts the case where the 
power supplied to the test section has been adjusted to force liquid 
crystal R-49 to turn red at the point of laminar separation. As can 
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Fig. 4 Schematic of a typical liquid crystal display. The conditions depict- Fig. 5 Schematic of a typical liquid crystal display. The conditions depict­
ed are representative of subcritlcal flow. The shaded regions on each liquid ed are representative of critical flow. The shaded regions on each liquid 
crystal band represent color. crystal band represent color. 

be seen, the entire surface of the cylinder, with the exception of 
the laminar separation line, exists at temperatures below the event 
temperature of R-49. Liquid crystal S-45 again yields color dis­
plays at two locations as was the case in subcritical flow. For the 
case of critical flow, however, liquid crystal S-43 has been depicted 
displaying three colored regions. A glance at the surface tempera­
ture distribution shown sketched just below the cylinder indicates 
why. Unlike the subcritical flow case, after the laminar boundary 
layer separates, a separation bubble develops followed by a subse­
quent reattachment of a turbulent boundary layer. The turbulent 
boundary layer thickens and ultimately separates producing the 
local temperature maximum indicated by S-43. The trend in the 
liquid crystal displays around the point of turbulent separation is 
identical to the trend in displays around the laminar separation 
point. Accordingly, liquid crystals S-40 and S-38 have been depict­
ed as showing four distinct colored regions. Liquid crystal S-36, 
however, shows only three bands, the reason being that the event 
temperature of S-36 is the minimum temperature in the separation 
bubble, presumably the point of reattachment of the turbulent 
boundary layer. 

Figs. 4 and 5 have been presented for the purpose of explaining 
the significance of typical liquid crystal displays. Various other 
displays were produced by adjusting the power supplied to the test 
section. By carefully controlling the power level, a particular liquid 
crystal could be forced to undergo a color transition at any desired 
location on the cylinder surface. This allowed the Nusselt number 
signature on the cylinder to be determined in a nearly continuous 
fashion without the necessity of rotating the cylinder. 

It should be noted that just aft of the point of laminar separa­
tion, the surface temperature distribution was not steady. In the 
case of subcritical flows, the influence of the turbulent, scrubbing 
action of the wake was readily apparent. The colors displayed by 
the liquid crystals continually dimmed and glowed in response to 
the turbulence. Occasionally an isotherm would suddenly be shift­

ed in position by several degrees of arc. A similar phenomena was 
observed in the wake of the cylinder in critical flow. Additionally 
in critical flow, the separation bubble region and the turbulent 
boundary layer also exhibited a degree of fluctuation. In contrast, 
the liquid crystal displays prior to separation appeared perfectly 
steady to the eye. 

Local Nusselt and Froessling Numbers . The local wall heat 
flux was determined by dividing the power supplied to the cylinder 
test section by the surface area of the test section. The local heat 
flux was corrected for conduction and radiation effects using a 
technique similar to the one employed by Giedt [44]. The local 
convective heat transfer coefficient, h, was obtained by dividing 
the corrected local wall heat flux by the local surface temperature 
excess. The local Nusselt and Froessling numbers were then calcu­
lated in the standard form: 

Nusselt number, Nu = hD/k; Froessling number, Fr = Nu/VRe 
where 

Re = Reynolds number = U^D/n; D = cylinder diameter 
Um = corrected free stream velocity; k = thermal conductivity 
(film temperature) 

v = kinematic viscosity (film temperature) 
Local Nusselt and Froessling numbers were obtained for Reyn­

olds numbers ranging from 38,000 to 148,000. Several runs were 
made at higher Reynolds numbers, but the data were questionable 
due to the visible deformation that began to occur in the forward 
stagnation region of the cylinder at Reynolds numbers in excess of 
150,000. Evidence of a separation bubble first appeared at a Reyn­
olds number of approximately 121,500. As such, considering the ef­
fects of deformation, it was only possible to collect data on critical 
flow in the Reynolds number range 121,500-150,000. 

Fig. 6 is a plot of the angular variation of the Froessling number 
versus Reynolds number as determined with the liquid crystal 
thermographic technique. As can be seen, prior to separation the 
Froessling number is independent of the Reynolds number. An un-
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Fig. 6 Experimental heat transfer results obtained using the liquid crystal
thermographic technique

Fig. 7 Comparison of the experimental heat transfer results obtained
using the liquid crystal thermographic technique with the resulls of others

certainty analysis was conducted on the experimental results and
it was found that the maximum uncertainty in determining the
Froessling number occurred in the forward stagnation region.
Using the method of Kline and McClintock [45], it was estimated
that the experimental uncertainty in this region was 5 percent.
The maximum uncertainty in determining the angular location of
a particular isotherm was estimated to be 5 deg of arc. Details of
the uncertainty analysis can be found in reference [38].

Comparison With the Work of Others. The angular variation
of the Froessling number obtained with the liquid crystal thermo­
graphic technique is compared with the experimental results of
Giedt [4], Seban [5], and Meyer [6] in Fig. 7. Also shown is a com­
parison of the present results with a theoretical prediction of the
Froessling number variation. The theoretical curve was generated
using the approximate technique recommended by Schuh [1].
Seban and Chan [2] and Perkins and Leppert [3] have also devel­
oped analytical models for predicting the heat transfer coefficient
in the laminar flow region on a uniformly heated cylinder. All
three models give approximately the same results. It is noted that
beyond approximately 600 the experimental results and theory are
no longer in good agreement. This was not unexpected. In the ab­
sence of actual pressure data on the Temsheet cylinder, an ideal
pressure distribution was assumed in using Schuh's model. The
use of the actual pressure signature could be expected to produce
closer agreement between experiment and theory.

As can be seen, the agreement of the heat transfer results ob­
tained with the liquid crystals is generally within the estimated ex­
perimental uncertainty when compared with the work of others.
The results of Meyer present the one notable exception, especially
in the wake region of the cylinder. As has been mentioned pre­
viously, however, large surface irregularities developed on the sur­
face of the cylinder used by Meyer resulting in large uncertainties
in Meyer's results.

Edge Effects. Fig. 8 shows the isotherms that developed on
the Temsheet cylinder coated only with liquid crystal S-43. As can
be seen, the isotherms are vertical in the central region of the test
section but tend to bend near the edges of the test section. The
curvature of the isotherms near each electrode clearly indicates
that heat is lost by conduction in these regions. These small edge
effects were anticipated and data were not taken within 2.5 em of
each electrode.

Surface Roughness of the Temsheet. Photographs taken
through an electron microscope of a piece of Temsheet coated with
encapsulated liquid crystals show the coating to be composed of
spheroids with diameters on the order of 20-50 microns. If the
tiny, spherical shaped encapsulated liquid crystals are treated as

surface roughness elements with average diameters of approxi­
mately 35 microns, an estimate of the critical Reynolds number
can be made. Auchenbach [46] suggests in the case of spherical
roughness elements on the surface of a circular cylinder that an
equivalent sand grain roughness be calculated as k = 0.55 (diame­
ter of spheres). In our case, kiD = 20 X 10-6• Using Auchenbach's
results for critical Reynolds number versus roughness, one finds
that this represents a smooth cylinder. The predicted critical
Reynolds number is slightly in excess of 100,000. This is consistent
with the value of 121,500 observed in the present set of experi­
ments.

Fig. 8 Photograph of the Temsheet cylinder coated only with liquid crys­
tal S·43-the bending of the Isotherms near the top and bottom of the test
secllon Indicates the Influence of end losses on the temperature field
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Fig. 9 Photograph 01 the alternate hot and cold spots that developed
along the separation line 01 the Temsheet cylinder

Summary
The liquid crystal thermographic technique developed in this

investigation provides an excellent means of obtaining both quali­
tative and quantitative heat transfer information on heated
objects placed in forced convection environmentS. Using the tech­
nique, it was possible to quickly and easily obtain information on
the variation of the Nusselt number around the circumference of a
uniformly heated right circular cylinder placed in a crossflow of
air. The technique also allowed one to visually observe the effects
of flow separation, the turbulent boundary layer, and the turbu­
lent wake on the surface temperature of the cylinder. Colored
movies taken of a cylinder coated with a singly liquid crystal are
especially vivid in their display of the influence of the turbulent
wake on the cylinder surface temperature. In the wake region the
liquid crystals continually dim and glow in response to the "scrub­
bing" action caused by random bursts of cool fluid impacting on a
heated cylinder.

The ability to visually observe turbulent flow pattern effects on
surface temperature suggests an excellent means for studying the
influence of free stream turbulence on the heat transfer rates of
heated objects. However, in order that such a study be conducted
in a quantitative manner, the thermal response time of the liquid
crystals must first be determined. Fergason [47] estimated that the
response time of a typical cholesteric liquid crystal film was on the
order of 0.1-0.2 s. Parker [48], however, using a capacitor discharge
technique and employing high speed photography, found that a
0.003 cm film of encapsulated cholesteric liquid crystals coated on
a thin stainless steel foil responded in 0.036 s to a step change in
the foil temperature. Parker also found that the response time of
the liquid crystal coatings appeared to be thermal diffusion limit­
ed, increasing in proportion to the square of the thickness of the
coating. It is possible that a thin coat of liquid crystals coated on a
material such as Temsheet would respond even faster than a coat­
ing placed on a metal substrate due to the fact that the liquid crys­
tals appear to be partially absorbed into the Temsheet. The ideal
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situation would be if the liquid crystals responded at the same rate
as the Temsheet itself. An experiment, similar to the one conduct­
ed by Parker, needs to be conducted to determine the response
time of the liquid crystals coated on a Temsheet substrate.

As a final recommendation, the phenomenon shown in Fig. 9 is
offered as a possible topic for future investigation. During the final
phase of collecting wind tunnel data for the present investigation,
it was noted that the cylinder coated with liquid crystal S-43 dis­
played alternate hot and cold spots along the separation line.
These spots were uniformly spaced and seemed to be caused by
some flow phenomenon, perhaps a series of vorticies. Whatever the
cause, the hot and cold spots definitely existed as is readily appar­
ent in the photo. Precise measurements were not taken at the time
the phenomenon was observed (the Reynolds number was approxi­
mately 75,000) and no explanation is offered for its existence at
this time. It should be noted, however, that such a phenomenon
may well have gone undetected if thermocouples were used as the
temperature sensors. Additional research, perhaps using liquid
crystals for temperature sensing and smoke for flow visualization,
needs to be carried out to explain the observed phenomenon.
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Thermal Performance Analysis of 
the Stationary Reflector/Tracking 
Absorber (SRTA) Solar 
Concentrator 
The performance of a novel solar energy concentrating system consisting of a fixed, con­
cave spherical mirror and a sun-tracking, cylindrical absorber is analyzed in detail. This 
concentrating system takes advantage of the spherical symmetry of the mirror and its 
linear image which, when taken together, form a tracking, solar-concentrating system in 
which only the small cylindrical absorber need move. The effects of mirror reflectance, 
concentration ratio, heat transfer fluid flow rate, radiative surface properties, incidence 
angle, an evacuated absorber envelope, and insolation level upon thermal performance 
of the concentrator are studied by means of a mathematical model. The simulation in­
cludes first order radiation and convection processes between the absorber and its con­
centric glass envelope and between the envelope and the environment; radiation pro­
cesses are described by a dual-band, gray approximation. The energy equations are 
solved in finite difference form in order that heat flux and temperature distributions 
along the absorber may be computed accurately. 

The results of the study show that high-temperature heat energy can be collected effi­
ciently over a wide range of useful operating conditions. The analysis indicates that mir­
ror surface reflectance is the single most important of the principal governing parame­
ters in determining system performance. Efficiency always increases with concentration 
ratio although the rate of increase is quite small for concentration ratios above 50. High 
fluid flow rate (i.e., lower operating temperature), an evacuated envelope, or a highly se­
lective surface can enhance performance under some conditions. The conclusion of the 
study is that high-temperature heat energy can be generated at high efficiency by the 
present concentrator with present technology in sunny regions of the world. 

Introduction 

Steward [l]1 has described the operation of a solar concentrator 
consisting of an internally reflectorized, spatially fixed segment of 
a sphere and a small cylindrical absorber consisting of a transpar­
ent, cylindrical envelope for convection control plus a treated 
metal absorber cylinder contained therein. The absorber assembly 
is located at the focal line of the spherical mirror. By virtue of the 
spherical symmetry of the reflector, onlythis linear absorber need 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division November 22,1974. Paper No. 75-HT-FFF. 

move for the collector to track the sun in its virtual diurnal mo­
tion. The position of the absorber at three values of incidence 
angle is shown in Fig. 1. In the present work, a detailed analysis of 
the convective and radiative processes taking place in such a 
spherical concentrator is made. Temperature and flux gradients 
along the absorber are computed by means of a finite difference 
representation of the steady-state energy equations. The effect of 
several system parameters on performance is determined by means 
of a simultaneous solution of the energy equations. 

Thermal analyses of varying degrees of sophistication of other 
focusing collectors have been reported in the literature. Those of 
Pope and Schimmel [2] and Eckert, et al. [3] represent the most 
thorough treatment and that of Meinel and Meinel [4] represents 
the most cursory; Lof, et al. [5] and Liu and Jordan [6] have de­
scribed experimental techniques and measurements along with 
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Fig. 1 Position of SRTA absorber at three values of collector Incidence 
angle (equatorial cross sections): (a) 6 = 60 deg, (b) 6 = 30 deg, (c) 6 = 
0 deg, normal Incidence 

their theoretical analyses. However, all of these studies were car­
ried out for parabolic reflectors and none treated the axial varia­
tions of heat flux and temperature in detail. 

Analysis 
The energy exchange processes between the collector mirror, the 

envelope, and the absorber are complex. Some higher order effects 
can be eliminated so that the analysis is simplified without loss of 
any of the important, first order effects. Therefore, it is assumed 
that the radiative process can be modeled by a two-band method 
consisting of a long wavelength—infrared (IR)—band (3-50/i 
wavelength) in which all lower temperature radiation occurs and a 
short wavelength—solar—band (0 .25-3M wavelength) in which 
solar radiation exchanges occur. Surface radiation properties ex­
cept those of the glass envelope are assumed constant and angle-
independent. The angle-dependent transparent envelope trans-
mittance Te,aoi(iJ and absorptance ae,aol(i) for direct solar radiation 
are calculated from the equations (not reproduced here) developed 
in the classic but widely ignored paper of Stokes [7]. The effects of 

polarization of sunlight by atmospheric scattering are not consid­
ered since few data are available with which to quantify this phe­
nomenon. The viscosity and thermal conductivity temperature de­
pendence of air are represented by power laws in the mean film 
temperature for convective coefficient computation; and free and 
forced convection processes are represented by empirical correla­
tions. 

Effects of tracking and surface errors are ignored in the analysis 
since, for concentration ratios below 50, the absorber is approxi­
mately twice the diameter of the sun's image at the absorber as­
suming a cumulative surface plus steering error of 10 millirad; ref­
erence can be made to Eckert, et al. [3] for a comprehensive treat­
ment of the effects of tracking and surface errors on the perfor­
mance of concentrators. The energy distribution across the sun's 
disk is assumed uniform and the sun's included angle of 32 min 
(0.00931 rad) is ignored with the proviso that the absorber diame­
ter Da shall be at least large enough to intercept the entire image 
for perfect optics, i.e., Da > 0.00931 flo- The concentrator is as­
sumed to absorb no diffuse, ambient radiation. 

The Cartesian coordinate system used for the thermal and opti­
cal analysis is shown in Fig. 2. Thermal calculations in this article 
are carried out for the absorber in the position shown (collector in­
cidence angle 9 = 0) since the optics are the same for any absorber 
position, only the irradiated area changes. The.effect of incidence 
angle, i.e., time of day and season, is described later in the paper. 

A 120-deg mirror corresponding to a nominal 8-hr collection pe­
riod is used, although larger or smaller included angles can be em­
ployed in practice as dictated by a cost/benefit analysis. Portions 
of a fixed, 120-deg spherical mirror at an angular distance greater 
than 60 deg from the focal line can be illuminated during some col­
lection periods. Insolation beyond the 60-deg range will be reflect­
ed more than once before reaching the absorber (see Fig. 1(6)). 
The maximum amount of insolation ever subjected to multiple re­
flection is 4 percent of the total intercepted (Steward, private com­
munication). Two or three reflections are almost always sufficient 
to deliver this 4 percent to the absorber. For two reflections the ef­
fective, multiple reflectance would be 0.72 for Alzak (pm = 0.85). 
The overall decrease in system performance due to secondary re­
flection is 0.6 percent (= 4 percent X [(0.85-0.72)/0.85]) below that 
predicted by ignoring the effect. Other parameters in the analysis 
are not known to this accuracy so the double reflection effect has 
been ignored as a higher order effect. 

Heat Flux Terms. The following heat fluxes, all based upon a 
unit absorber area, are considered: 

(a) solar radiation absorbed by the absorber both directly and 
indirectly after reflection(s) from the envelope—Qsoi.a (solar wave­
length region); 

••Nomenclature . 

Am = mirror aperture area 
CR = concentration ratio (1.5 Ro/Da) 
Da = absorber diameter 
Dei = envelope inner diameter 
Deo = envelope outer diameter 

E = component of concentrated 
flux incident on absorber 
normal to absorber surface 
(Appendix) 

Gr = Grashof number based on Deo 

hc,ae = convective coefficient between 
absorber and envelope 

hc,e = convective coefficient between 
envelope and environment 

hf = enthalpy of heat transfer fluid 
i = angle of incidence of reflected 

beam insolation on absorber 
h = the direct or beam component 

Hen ~~ ^eq 

k, 

m 

P 
Pr 

U) 

, ae 

of insolation incident on the 
mirror aperture 

= equivalent thermal conductiv­
ity for free convection in an 
annulus (reference [9]) 

= thermal conductivity at exter­
nal envelope film tempera­
ture 

= fluid flow rate per unit collec­
tor aperture area 

= pressure 
= Prandtl number of air at exter­

nal envelope film tempera­
ture 

= heat delivery per unit absorber 
area 

= convective transfer between 
absorber and envelope 

Qc.e 

Qe,sky 

Qir,ae 

tyso\,a 
Qso\,e 

r 
Re 

Ro 
Ta 

Te 

Tsky 

= convective loss from envelope 
external surface 

= envelope radiative loss to sky 
= absorber/envelope IR net ex­

change 
= solar flux absorbed at absorber 
= solar flux absorbed at envelope 
= radial coordinate (Fig. 2) 
= Reynolds number based on Deo 

ambient wind speed, and 
transport properties of ex­
ternal envelope film 

= mirror generator radius 
= absorber temperature 
= envelope temperature 
= effective sky temperature for 

radiation (reference [8]) 
(Continued on next page) 
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Fig. 2 Schematic diagram of SRTA collector showing Incoming ray traces 
and coordinate system for analysis for 120 deg mirror 

(b) solar radiation absorbed by the envelope both directly and 
indirectly after reflection(s) from the absorber—Qso],e (solar wave­
length region); 

(c) radiative exchange between the absorber and the envelope— 
Qir.ae (IR wavelength region); 

(d) radiative emission from the envelope to the environment— 
Qe.sky (IR wavelength region—envelope assumed to radiate to the 
environment); 

(e) convective exchange between the absorber and the enve­
lope—Qcaei 

({) convective loss from the envelope to the environment—Qc,e', 
(g) useful heat extraction—Q(x). 

The heat flux terms are given in equations (l)-(6) with acronymic 
subscripts 

Qsol.a = - £ T e , s o l W ) a a , s o l U + Pa,so\Pe,sald>/ ' 1 — Pa,solPe,sold' 

(1) 

Qsoi,e = E(aei30l(i) + [ae>soldTetS01(i)Dei/Deo]paiSol/ 

[ i - P a . s o l P e . s o l J ^ o / A , (2) 

Qir.ae = e . „ ( T a
4 - T , 4 ) (3) 

Qc.ae ~ hc,ae(Ta Te) 

Qc,e=hCie(Te-TjDeo/Da 

in which 

£eff = ( P e , i , A e , i r + Pa.ir/^a.ir + 1 ) " ' 

(5) 

(6) 

(envelope s p e c u l a r ) 

Qe *e,ir\-L e * sky i^eJ ^a (4) 

T s k y = 0.09936 (TV1 .8 ) 1 - 5 ( r e f e r e n c e [8]) 

K,ae - 1kejDa In (Dei/Da) ( r e f e r e n c e [9]) 

h^e = 0.54 ikf/Deo) x ( G r P r ) 1 / 4 ( c a l m env i ronmen t , 

f r e e convect ion) 

or 

hc,e = C(kf/Deo)Re" (forced convect ion over envelope; 

C,n in r e f e r e n c e [10]). 

The effects of conduction in the absorber, which is a cylindrical 
coil wound from metal tubing, have been examined using an order 
of magnitude analysis. The analysis, not reproduced here, showed 
that coilwise tube-wall conduction effects are more than three or­
ders of magnitude smaller than the dominating external radiation 
and internal convection heat transfer modes. As a result, the coil-
wise conduction heat transfer mode is not considered further in 
this analysis. 

Energy Equations. The envelope-incident radiation E, and 
the heat fluxes Qsoi.a, Qsoi.e, Qir.ae, Qc.sky, Qc.ae, Qc,e, and Q(x) and 
temperatures Ta and Te are all functions of the independent vari­
able x, the axial location along the absorber. The unknown quan­
tities in the energy equations are Q(x), Ta, and Te for which there 
are three equations to be solved simultaneously. The absorber en­
ergy equation is 

Qsoi,a = Q(x) + Qc,ae+ Qir,ae (7) 

the envelope energy equation is 

Qsoi.e + Qir.ae + Qc.ae = Qe.sly + Qc.e (8) 

the transport fluid (water or water vapor) energy equation is 

dhf/dx = Q(x)(-nDa)/(mAn) (9) 

where hf is the fluid enthalpy. 
An order of magnitude analysis showed that the resistance of­

fered to heat transfer at the inner surface of the absorber coil tub­
ing and through the absorber wall were of higher order than the 
external surface resistance. Consequently, the fluid and absorber 
temperature may be considered the same to lowest order. The en­
ergy balance equations are solved by iteratively computing Te 

from equation (8), Q(x) directly from equation (7), and hf(x + Ax) 
from a two-term Taylor series expansion of equation (9). Ta(x + 

T „ 
x 

<*a,sol 

Ce.sold 

«e,sol(() 

^a,ir 

te.ir 

«eff 

= ambient temperature 
= axial coordinate (Fig. 2) 
= solar absorptance of absorber 
= solar diffuse absorptance of en­

velope 
= angular-dependent solar ab­

sorptance of envelope 
= IR diffuse emittance of absorb­

er 
= IR diffuse emittance of enve­

lope 
= effective radiation emittance 

for absorber/envelope ex­
change 

r\ 

Pa,ir 

Pa,so! 

Pe.ir 

Pe.sold 

Pe,sol(i) 

Pm 

a 
Te,ir 

Te,so\(i) 

= direct radiation collection ef­
ficiency 

= IR diffuse reflectance of ab­
sorber 

= solar reflectance of absorber 
= IR diffuse reflectance of en­

velope 
= solar diffuse reflectance of en­

velope 
= angular-dependent solar ab­

sorptance of envelope 
= mirror surface reflectance 
= Stefan-Boltzmann constant 
= IR transmittance of envelope 
= angular-dependent solar trans-

e = 

Subscripts 
a = 
d = 
e = 

f = 

i = 
ir = 
o = 

sol = 
co = 

mittance of envelope 
incidence angle of beam in­

solation on collector aperture 

absorber 
diffuse 
envelope 
absorber fluid; film tempera­

ture 
absorber inlet 
infrared radiation band (3-50/i) 
absorber outlet 
solar radiation band (0.25-3AI) 
ambient conditions 
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Typical absorber temperature Ta(x) and extracted heat flux Q(x) 
for pressurized water mode 

AxJ may be found from steam tables using the value hf (x + Ax) 
and the working fluid pressure. The axial computational incre­
ment Ax was selected to give agreement in predicted energy deliv­
ery within one percent for computation with increments of Ax and 
Ax/2. The radiation view factor of an incremental length of ab­
sorber to an adjacent incremental length of envelope is about 0.02 
and is ignored as a higher order effect in the calculations. 

Simulated Operat ion Modes. There are several modes in 
which the SRTA system can be operated. It can be used to produce 
hot water, wet steam, or superheated steam. Two operating modes 
have been selected for illustration—pressurized water heating and 
superheated vapor heating. Liquid phase water at high pressure— 
2100 psia, 625°F [1.45 X 107 Pa, 603°K]—-can be used to generate 
superheated steam in a secondary loop—925 psia, 585°F [6.4 X 106 

Pa, 580°K]—for use in a 925/585 turbine much like those devel­
oped for light-water reactor application. A flow-through absorber 
is required for the SRTA collector since a heat pipe absorber can­
not operate effectively when its orientation relative to the local 
gravitational field changes diurnally by a significant amount. The 
pressurized water mode is analyzed in detail in the next section. 

Although the generation of superheated steam in the field is 
technically feasible, it appears less attractive economically for 
power production than pressurized water since the resultant in­
creased cycle efficiency does not pay for added field piping and 
separate superheating collectors. The performance of an SRTA 
collector acting as a superheater at 1800 psia is therefore described 
less completely, in the next section, than the pressurized water 
mode. 

The SRTA collector concept can also be used at lower tempera­
ture and pressure for building heating and cooling. A two-stage, 
steam-fired absorption air conditioner operating at high coefficient 
of performance (~0.85) could be used for cooling with a conven­
tional low pressure steam system for heating. Industrial process 
steam can also be readily produced by an SRTA system. 

R e s u l t s 

The effect of mirror reflectance pm, nominal concentration CR 
(area-based concentration ratio CR = 1.5 Ro/Da), absorber radia­
tion properties, ffa>Soi and tajr, fluid flow rate m, insolation level h, 
incidence angle 0, and evacuated versus nonevacuated envelope 
have been studied and will be discussed in turn. Fig. 3 shows a typ­
ical absorber temperature Ta profile and a delivered energy Q(x) 
profile. At the mirror end of the absorber (larger x/Ro) water heat­
ing at nearly constant flux takes place. At the pivot end of the ab­
sorber (smaller x/Ro) the absorbed flux increases sharply. (A safe­
ty mechanism temperature sensor would be located in this region 
to sense fluid flow cessation and defocus the collector to avoid 
thermal damage.) If fluid were introduced at the pivot end instead 
of at the mirror end of the absorber, it could be heated to a rela­

tively high temperature in the high flux zone—a temperature so 
high that little useful gain could be realized downstream in the low 
flux region; hence the introduction of fluid at the mirror end of the 
absorber. 

The outlet condition can be determined from the integrated en­
ergy equation 

hfi + Vjljm (10) 

The collector efficiency i) is defined as the energy delivered di­
vided by the direct, normal insolation - aperture area product, i.e., 

q = {nDjl^J fj° Q(x)dx (11) 

This definition of efficiency is based upon the beam component of 
radiation. To compare these values of efficiency with those values 
for solar collectors which absorb both direct and diffuse radiation, 
the values of JJ presented herein should be multiplied by the ratio 
of direct to total radiation for the geographic location and period 
of interest. 

During the simulations described in the following, certain secon­
dary parameters were left unchanged unless noted otherwise: 

Ambient temperature T„ = 20°F (266°K) 
Ambient pressure P„ = 1 atm (1.0 X 10s Pa) 
Envelope internal pressure Pe = 1 atm (1.0 X 10s Pa) 
Absorber surface/envelope gap (Dei — Da)/2 = 0.25 in. (65 X 

10--'! m) 
Envelope IR emittance tejr = 0.88 
Envelope IR transmittance Te,,> = 0.02 
Envelope diffuse solar absorptance ae>aow = 0.069 
Envelope solar reflectance, pe|SOid = 0.043 
Working fluid inlet temperature: 

Pressurized water mode Tai = 150°F (339°K) 
Superheater mode Tai = 625°F (603°K) 

Working fluid pressure: 
Pressurized water mode pa = 2100 psia (1.4 X 107 Pa) 
Superheater mode pa = 1800 psia (1.24 X 107 Pa) 

Glass envelope thickness (Deo - Dei)/2 = 0.25 in. (6.35 X 10"3 

m) 
Wind speed = 0. knots (0. m/s) 
Glass extinction coefficient for solar radiation = 0.125 in . - 1 (5.0 

m"1) 
Glass refractive index for solar radiation = 1.526 
Mirror aperture area Am = 1000 ft2 (93 m2) 
Incidence angle 8 = 0. 
Effect of Mi r ro r Beflectan.ce. The effect of mirror reflec­

tance pm on collector performance is shown in Fig. 4. The high 
value of reflectance (0.95) is that which may be achieved after a 
concentrated development effort or by the use of silvered glass 
mirrors. Samples of this quality have been made from specially 
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Fig. 4 Collector eff iciency t] versus concentrat ion ratio CR with mirror re­
f lectance pm as a parameter—col lector exit temperatures shown for var i ­
ous values of CR 
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treated aluminum. The midrange pm (0.85) represents a currently 
available aluminized acrylic film of good durability. The low value 
(0.75) represents a dirty or deteriorated reflector surface. The mir­
ror reflectance is the most important factor other than the fixed 
optical properties of the glass envelope in determining the perfor­
mance of the SRTA collector. Working fluid outlet temperatures 
are shown in Fig. 4 for concentration ratios of 93, 62, 31, and 8. 

Effect of Concentration Ratio and Surface Selectivity. 
The effect of concentration ratio CR on thermal performance is 
shown in Figs. 5 and 6. In general, a higher concentration ratio im­
proves performance although there is a limit of about 50 beyond 
which little improvement is seen in the pressurized water mode. 
The effect of concentration ratio is much greater in the super­
heating mode than in the pressurized water mode. A three-fold in­
crease in CR in the superheating mode improves efficiency by 
about 50 percent, whereas the same CR increase in the liquid mode 
results in only a 7 percent increase in efficiency. One of the funda­
mental reasons for using focusing collectors is the smaller area 
from which radiative and convective losses occur relative to the ap­
erture area; hence, the greater efficiency with increasing concen­
tration ratio. 

The effect of absorber surface selectivity is also shown in Fig. 5. 
At higher absorber temperatures experienced in the superheating 
mode, selectivity is important and can enhance performance con­
siderably. At collector outlet temperatures expected in the pres­
surized water mode, however, the added expense of surface treat­
ment does not seem to be warranted. 

Effect of Fluid Flow Rate. All other parameters remaining 
constant, fluid flow rate directly controls the absorber temperature 
profile as quantified by equations (9) and (10). As shown in Fig. 6, 
efficiency suffers as m is decreased in the superheating mode. Col­
lector efficiency is insensitive to flow rate in the pressurized water 
mode over a nine-fold range of concentration ratio. The finding of 
Pope and Schimmel [2] that selectivity can greatly improve para­
bolic collector performance at low levels of insolation was not con­
firmed in the present SRTA system study although some improve­
ment was noted at very low fluid flow rates, i.e., at very high values 
of absorber temperature. 

Effect of Insolation Level. Fig. 7 shows the effect of insola­
tion It, upon SRTA performance. In the pressurized water mode, 
efficiency is insensitive to insolation levels whereas, in the super­
heating mode, efficiency can drop by 50 percent if /;, drops by a 
factor of three. 

Effect of Envelope Evacuation. Fig. 7 shows the performance 
improvement which could be expected due to envelope evacuation. 
The effect is most pronounced at low levels of insolation and low 
flow rates. Also, for small CR, convective loss to the envelope be­
comes relatively large at a given operating condition and envelope 
evacuation can improve performance. In view of the problems as-
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Fig. 6 Collector eff iciency j] versus fluid f low ra le m with concentrat ion 
ratio CR as a parameter 

sociated with it, evacuation would only seem warranted in climates 
where direct insolation is at relatively low levels most of the time. 
In such locations the SRTA system can be quite efficient if the en­
velope is evacuated. 

Effect of Incidence Angle. The variation of collector perfor­
mance diurnally and seasonally is affected by many parameters— 
sun angle, local microclimate, atmospheric turbidity, insolation 
level, etc. One of the most important determinants of temporal ef­
ficiency variation is the collector incidence angle ft. The incidence 
angle of direct solar radiation on the collector aperture may be cal­
culated from values of collector latitude and tilt, solar hour angle, 
and solar declination [11]. Fig. 8 shows the predicted effect of inci­
dence angle on SRTA performance for a typical set of conditions. 
The prediction of seasonal efficiency variation in full is beyond the 
scope of this paper but the information in Fig. 8 indicates the 
trend which could be expected from one of the major temporal pa­
rameters. The effect of insolation level has been treated earlier. 

Wind speed and ambient temperature, which vary daily and 
seasonally, have small effects on SRTA performance. Between an 
ambient temperature range of 20 and 100°F (266 and 311 °K), col­
lector efficiency changes by a maximum of 2 percent. Similar small 
effects of wind speed were noted over the range of speed normally 
encountered in populated land areas of the world. 

C l o s u r e 
A detailed thermal analysis of the SRTA concentrating solar col­

lector in two operating modes which bracket its expected range of 
utility has shown that it can operate efficiently over a wide range 
of design and climatic variables. Collector performance is most 
sensitive to mirror surface reflectance in both pressurized water 
and superheating modes. Absorber surface radiation selectivity, 
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concentration ratio and insolation level are also primary determi­
nants in the superheating mode. Efficiency level is insensitive to 
envelope evacuation and fluid flow rate in both modes and insensi­
tive to concentration ratio and insolation in the simulated pressur­
ized water mode. Of course, for invariant efficiency, energy deliv­
ery is proportional to insolation. Unavoidable reflectance losses 
from the glass envelope are responsible for about 18 percent of the 
total system losses. 

The insensitivity of collector performance to concentration ratio 
and mass flow rate in the liquid-phase mode and sensitivity to CR 
in the superheating mode would indicate the possibility of a sepa­
rate design for each usage. Lower CR values and resultant lower 
cost for reflecting surface quality and tracking precision could be 
used in the liquid heater. An SRTA superheater would require 
higher CR values and consequent higher surface and steering accu­
racy. 

The SRTA system is presently under test in model form and in a 
prototype 100-ft2 unit. Such tests are essential to validate the new 
concept and to give confidence to the analysis presented herein. 
Several approaches to reducing the glass envelope reflectance loss 
are presently under study, including absorber shaping and enve­
lope surface treatments. 
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Appendix 

Optical Calculations 
Referring to Pig. 2, it is easy to show from geometrical optical 

principles that 

x/R0 = 0.5(1 - r V R 0
2 r 1 / 2 { l + {Dj2R0){Rjr- 2r/R0)}. 

(Al) 

For a given axial position x, equation (Al) has two roots, n and r%: 
i.e., there are two incoming beams intersecting the plane x = 0 at 
two different points which reflect from the mirror and intercept 
the absorber at the same point x. They are shown as "inner" and 
"outer" beams in Fig. 2. 

A differential energy balance for each beam can be expressed as 

pjb(2irrdr) = E{nDadx) 

from which 

E = f>m{2rIb)/(Dadx/dr) (A2) 

The mapping function dx/dr is computed by differentiating equa­
tion (Al) and evaluating the derivative at both ri and r% The 
angle of incidence i which determines Te^0i(i) and aeiSO\(i) is com­
puted from the equation: 

i = TT/2 — 2 sin"1 (r/R0) (A3) 
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Threshold Lesion Temperatures in 

Araon Laser-Irradiated Rabbit Eyes 
The purpose of this research was to measure threshold temperatures corresponding to 
the formation of minimum ophthalmoscopically visible lesions induced in rabbit ocular 
fundi by a 10-s exposure from an argon c. w. laser (4880 A). The backside of the eye was 
surgically exposed and a specially designed microthermocouple with a 20-micron dia tip 
was inserted into the pigment epithelium to measure temperature rises. The mean 
threshold temperature for 30 measurements in 13 rabbits was 54° C and the standard de­
viation was 3°C. System error was estimated at 5 percent of temperature rise, or slightly 
less than ±'k°C. 

I n t r o d u c t i o n 

The nature of thermal retinal injury has been the subject of 
much attention during the past decade. However, progress in its 
understanding has been slow due to a lack of reliable quantifiable 
descriptions of the injury process. One such description that has 
been vigorously pursued is the temperature-time history of lesion 
development. 

Previous Work. Numerous authors have attempted to mea­
sure ocular fundus temperatures [1, 2, 3],1 but their results have 
been questioned [4, 5, 6]. Recent measurements of temperature in 
the pigment epithelium and choroid by Cain and Welch appear to 
satisfy past objections. They measured laser-induced temperature-
time histories in the light absorbing layers of the fundus with 20-
micron dia thermocouples which were specifically designed for 
measuring temperature transients in tissue [7, 8]. 

The temperature-sensing probes were produced in the Engineer­
ing Research Laboratory of The University of Texas at Austin, 
under the supervision of Prof. E. A. Ripperger. The temperature 
sensors were made from 1 mm quartz rod pulled over heat to 20 
microns dia at the tip. Nickel, parylene (insulation), and copper 
were deposited on the quartz substrate, allowing a copper-nickel 
junction only at the probe tip. Thermoelectric EMF was 21 pV/°C 
( ± 1 M V / ° C ) and rise time to 90 percent of equilibrium was about 1 
ms for a near step change in temperature produced by driving a 
probe into a heated water bath. A detailed description of the probe 
manufacturing process can be found elsewhere [8J. 

Cain and Welch have shown experimentally that probe artifact 

in the ocular fundus2 temperature measurement may be mini­
mized by maintaining a 10:1 ratio between retinal image and probe 
diameter. They demonstrated that temperatures in the P.E. and 
choroid are linearly related to input power for temperature rises of 
at least 30°C. Although they measured complete temperature-time 
histories in the laser-irradiated fundus, Cain and Welch did not 
measure temperatures at which minimum opthalmoscopically visi­
ble lesions occurred. 

Reed has shown that temperature measurements merely reflect 
the thermal equilibrium existing between tissue and temperature 
sensor [9]. Hence, for temperature to be meaningful, the sensor 
must closely resemble the media in which it is implanted. If the 
temperature sensor is modeled as an infinitely long cylinder im­
bedded in an infinite medium, both the ratio and products of con­
ductivity and volumetric specific heat of the probe appear in the 
equations for the model [10]. Therefore, the similarity of computed 
temperature profiles with and without the imbedded cylinder de­
pend upon the similarity of the product (kpc) and ratio (k/pc) of 
the sensor to corresponding terms for the medium. For example, 
by modeling fundus tissue with the properties of water, (kpc)n2ci 
and (k/pc)n2o each approximately equal 0.00144. But these ther­
mal parameters for copper are (kpc)cu - 0.76 and (klpc)cu = 1-14, 
whereas the thermal properties of fused quartz are (kpc) = 0.00131 
and (k/pc) = 0.0083. Since the percent of metal deposited on a 20 
pm quartz probe is only 0.14 percent of the mass of the probe, the 
thermal properties of the probe are approximately those of quartz. 
The thermal equilibrium between the quartz temperature sensor 
and the tissue will result in temperature measurements close to 
those of the tissue alone. 

This paper concerns the measurement of temperatures associ-
1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the HEAT 

TRANSFER JOURNAL. Manuscript Received by the Heat Transfer Divi­
sion October 7,1974. Paper No. 75-HT-PP. 

2 The term ocular fundus refers to the retinal layers, pigment epithelium 
(P.E.), choroid, and sclera. 
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ated with threshold ophthalmoscopically visible fundus changes in 
the live rabbit due to laser-induced retinal injury. 

The 20 fim quartz substrate thermocouples were used to mea­
sure P.E. temperature produced by 10-s exposures with an argon 
laser. The half-power diameters of retinal images were approxi­
mately 200-400 microns. These temperatures were then compared 
to temperatures predicted by a model for temperature rise in the 
ocular fundus. Much of the experimental procedure is identical to 
that followed by Cain and Welch, and for details beyond those 
mentioned here, the reader is referred to their publication [7]. 

Retinal Temperature Model. Many models have been used 
to predict temperature rises in the ocular fundus. The model used 
in our research has been developed by Mainster, et a l , to predict 
temperature rise in the ocular fundus [11]. The model is based on a 
finite difference (ADI technique) solution to the following form of 
the heat conduction equation in cylindrical coordinates: 

ft ar _a_ ar 
r dr + 3r{ dr 0z dz 

dT 
(1) 

The model uses an exponentially stretched grid in a cylindrical 
geometry and variable internal sources. Boundary conditions for 
equation (1) are as follows: T(R,z,t) = 0, T(r,±Z,t) = 0 and 
T(r,z,0) = 0. The values of R and Z are equal to 1 cm. The solu­
tions represent the temperature rise above an arbitrary ambient 
temperature [12]. 

Source strengths in equation (1) are calculated by assuming cho­
rioretinal heating results from exponential light absorption in the 
retinal P.E. and the choroid. These two layers of 10 fim and 100 
nm, respectively, are centered in the 2 cm long cylindrical model as 
shown in Fig. 1. All ocular media modeled by the cylinder are as­
sumed to be thermally homogeneous and isotropic. 

The irradiance at the front surface of the P.E. is computed from 
the total radiant energy entering the eye multiplied by a wave­
length dependent transmission coefficient for the cornea, lens, oc­
ular fluids, retina, and contact lens. The shape and diameter of the 
irradiance profile in front of the P.E. is determined by experimen­
tal measurements of light intensity at the retina. 

This is the same model used by Cain and Welch. However, the 
absorption coefficients of the P.E. and choroid were replaced by 
values for the rabbit determined by White [13]. 

E x p e r i m e n t a l P r o c e d u r e 
This section includes a description of the apparatus, an outline 

of the laboratory procedure, and mention of the data analysis. 
Appara tus . The temperature output first entered a specially 

made preamplifier which had a gain of 1000 and a bandwidth from 
d-c to 10 kHz. The amplified signal was displayed on a Clevite 
Brush Mark 200 8-channel strip chart recorder with bandwidth of 
d-c to 100 Hz. The overall bandwidth of the system was about 90 
Hz. The bandwidth could be expanded to 10 kHz for examining 
the transient response by recording the data on an FM tape re­
corder and digitizing the analog signal. Near steady-state tempera­
ture rises were accurate to approximately ±5 percent (assuming a 
minimum 10°C rise for lesion production). 

The eye was irradiated by a Spectra-Physics Model 166-03 
argon-laser, tvmed to a primary wavelength of 4880 A. Pulse length 
was controlled with an electronic shutter from Vincent Associates, 
Model 23XDB2X5, in conjunction with a Devices Sales Ltd. digital 

INCIDENT 

ENERGY 

10 fim 

PIGMENT EPITHELIUM 

Fig. 1 

timer. The ocular fundus was viewed with a Zeiss fundus camera. 
Mounted immediately beyond the fundus camera lens was a beam 
splitter to allow viewing of the fundus while half the energy from 
the argon-laser was directed into the eye. The fundus camera was 
used to observe image location and lesion formation on the fundus. 

Radiant energy was measured with an EG & G Model 580 Radi­
ometer with a narrow beam adapter and 25A Detector Head. Neu­
tral density filters were placed in the laser beam path to control in­
tensity. 

Laboratory Procedure . Thorough documentation already ex­
ists for the surgical and sensor insertion procedures used in this 
experiment [7] so only the temperature measurement procedure 
shall be described. 

After the posterior pole of the eye was exposed and the micro-
probe sensor inserted into the fundus, steady-state temperature of 
the eye was monitored. Body temperature and tissue temperature 
at the back of the eye were monitored in most of the experiments. 
A Sears Heat Lamp was used to keep fundus temperature near 
37°C. 

Once the temperature sensor was in the ocular fundus, the fol­
lowing steps were taken: 

1 The probe depth was adjusted by observing the probe tip in 
the vitreous humor with the fundus camera. When the probe was 
just beyond the retinal layers and into the vitreous humor (to min­
imize conduction effects), 5-ms laser pulses were applied to the 
eye. The animal platform was rotated until the probe was in the 
center of the image (presumably the point of maximum direct ab­
sorption for the sensor). A relative intensity distribution of the ret­
inal image was obtained by rotating the animal about the vertical 
axis through the center of the ocular lens system (nodal point) by 
precise increments, and measuring the direct temperature rise pro­
duced by a 5-ms pulse at each increment. Rotation about the cen­
ter of the lens system resulted in minimal movement of the image 
in space, as the fundus and inserted sensor moved across it. The 
asymmetry of the cornea and lens was neglected and the measured 
profile was represented as a circularly symmetric profile in the 
model. 

It has been shown that to adequately reduce the temperature re-

- N o m e n c l a t u r e . 

T = absolute temperature or tempera­
ture rise, °C 

k = thermal conductivity, cal/cm s °C 
A = heat source term, cal/cm3s 
v = pc = volumetric specific heat, 

cal/cm3 °C 

c = specific heat, cal/gm °C 
p = density, gm/cm3 

CP = corneal power 

Superscripts 

e = extrapolated value associated with 
threshold corneal power 

m = actual value measured by sensor 

Subscripts 

s = subthreshold value 
t = threshold value associated with 

formation of an ophthalmo­
scopically visible lesion 
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sponse error introduced by the presence of the probe in the ocular 
media, the half-power diameter of the retinal image must be 10 
times the probe diameter [7]. To obtain this condition, a 30 cm 
focal length lens was placed in the laser beam path to provide a 
near Maxwellian View to the rabbit eye (i.e., the laser beam was fo­
cused near the center of the animal's lens system). 

2 Locations near the sensor insertion (within 1 mm) were irra­
diated at decreasing power levels for 10-s intervals, until the mini­
mum power to produce an ophthalmoscopically visible lesion with­
in five min after exposure was obtained. The five-min post-expo­
sure criterion was used because it provides a quick means of gath­
ering data and the results generally fall at a constant percentage 
above other damage criteria [14] such as the 24-hr post-exposure 
lesion or histologically observable changes. The animal was then 
rotated to impinge the laser upon the thermocouple and short 
50-ms pulses were applied while the sensor was withdrawn from 
the vitreous humor in 3 fim steps until the position of maximum 
temperature rise was achieved. The model of chorioretinal temper­
ature rise predicts the maximum temperature rise will occur in the 
center of the P.E. and center of the retinal image, if the irradiance 
profile has its maximum at the center of the image. A 10-s pulse at 
about one-fourth the power necessary for a threshold lesion was 
applied and temperature rise was recorded on the Brush Recorder. 
The sensor was repositioned to correct possible movement of the 
animal or shift of the image, and the subthreshold temperature 
was again recorded. Finally, the sensor was recentered a third time 
and full threshold power,was delivered to the site. All experimen­
tal subthreshold temperature rises were kept below 8°C. 

In all cases, the highest of the two subthreshold temperature 
rises from each site was selected to be extrapolated to threshold 
temperature. Thus, when subthreshold and threshold tempera­
tures were measured, two threshold temperatures were obtained— 
one from the extrapolated highest subthreshold temperature, and 
one from the threshold exposure. 

3 A few times it was possible to begin anew, reinsert the sensor 
at a new location and repeat the entire experiment. 

Data Analysis. All temperature measurements were corrected 
for light directly absorbed by the thermocouple and subthreshold 
measurements were extrapolated to threshold values. First, the 
temperature rise due to direct absorption by the sensor was sub­
tracted from the overall recorded temperature rise. The remainder 
represented the tissue temperature rise. The rapid response of the 
sensor, due to direct heating, was easily differentiable from the 
response due to the slower heating of the tissue. 

Second, the temperature rises associated with the subthreshold 
laser pulses were linearly extrapolated with respect to the corneal 
power that produced a threshold lesion. The following relationship 
was used: 

T e T» X CPt 

CPS 

This relationship is based on the linearity between corneal 
power and temperature in the ocular fundus as reported by Cain 
and Welch [7]. 

R e s u l t s 
Data were taken from twenty rabbits, three of which had two 

sensor insertions and a fourth of which had three insertions. In ad­
dition to threshold measurements, subthreshold measurements 
were obtained from nine of these rabbits (including two of the dou­
ble insertions and the triple insertion). These subthreshold mea­
surements were extrapolated to threshold temperature. A total of 
38 measured or extrapolated threshold temperatures were ob­
tained during this research. 

Only 30 values have been selected for presentation. The others 
have been discarded for various reasons, such as excessive varia­
tion in prelesion fundus temperature from 37°C, apparent degra­

dation of corneal clarity, or excessive localized trauma from insert­
ing the probe. 

The experimental results have been summarized in three figures 
depicting: (1) the measured versus calculated temperature-time 
profile; (2) the distribution of lesions with threshold temperature; 
and (3) the calculated temperatures using the model of Mainster, 
et al., for each measured threshold temperature rise. 

Measured Versus Calculated Temperature-Time Profiles. 
Typical measured and calculated (from the model) temperature 
rises in the P.E. at the center of the beam as a function of time are 
shown in Fig. 2. The temperature rise was produced by a 10-s 13.8 
mW (at the cornea) laser pulse which formed a retinal image with 
a half-power diameter of 200 jum. The irradiance profile of the reti­
nal image as measured by the direct absorption characteristics of 
the thermocouple is shown in the inset of Fig. 2. The symmetric ir­
radiance profile (used by the model and obtained by averaging the 
measured irradiance profile) is also shown in the inset of Fig. 2. 
Maximum measured temperature rise was 17.6°C and maximum 
model temperature rise was 16.5°C. The initial portion of the 
model profile lies above the measured profile. However, the curves 
cross at about 1 s, and thereafter, the model profile remains lower 
than the measured profile. At the end of the laser pulse, the mea­
sured temperature has stabilized. However, the model temperature 
increases at a slow rate. 

Distribution of Lesions With Threshold Temperature. Fig. 
3 is an accumulation of the number of experimental threshold 
lesions as a function of increasing temperature (pre-exposure 
steady-state fundus temperature plus measured temperature rise) 
obtained from twenty rabbits. The thirty lesion temperatures are 
graphed in 2°C intervals. Only one lesion appears at 48.2°C and 15 
lesions appear at 54.5°C or lower. The plot therefore represents 
the probability of lesion development versus fundus temperature 
for the population of rabbits we exposed. For example, if a temper­
ature of 54.5° C was measured during a 10-s exposure, the probabil­
ity that a lesion will develop at that site is 0.5. Half-power image 
diameters at the retina were measured to be between 200 and 400 
microns. The mean threshold temperature was 54°C and the stan­
dard deviation about the mean was 3°C. 

Measured Temperature Rise Versus Calculated Temperature 
Rise. The relation between measured temperature rises and calcu­
lated temperature rises is shown in Fig. 4. Calculated temperatures 
are based on experimental measurements of corneal power, irra­
diance profile and image radius. Other parameters used for these 
calculations are as follows: Thicknesses of the P.E. and choroid are 
assumed to be 10 and 100 microns, respectively. Absorption coeffi­
cients of these layers for a wavelength of 4880 A wavelength are set 
at 832.0 and 83.2 cm - 1 , respectively. The preretinal ocular media 
transmission is assumed to be 82.0 percent for the 4880 A wave­
length, and losses through the contact lens are neglected. Conduc­
tivity and volumetric specific heat are specified as 0.0015 cal/°C s 
cm and 1.0 cal/°C cm3, respectively, for all ocular media. Both the 
absorption coefficients and the preretinal ocular media transmis­
sion are higher than the values used by Cain and Welch [7] which 
were 637.6 c m - 1 and 76.3 cm - 1 for the P.E. and choroid, respec­
tively, and transmission of the ocular media was 63.6 percent. The 
set of parameter values used in these computations were indepen­
dently determined from the experimental data of Geeraets, et al. 
[15] and generously provided by T. J. White. 

A straight line through the origin of slope 0.92 (from least-
squares curve fit) has been drawn through the data. Extrapolated 
threshold temperatures have been depicted by open circles. The 95 
percent confidence bands for a slope of m = 1 have been depicted 
by dashed lines. 

The model parameters used for these calculations resulted in 
computed temperature rises that averaged about 8 percent higher 
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than the measured temperature rises. The line of slope m = 0.92 
lies within the 95 percent confidence bands for a slope m = 1, thus 
encouraging confidence in the predictive power of the model. Fur­
thermore, when two "out-lying" data points are deleted, average 
computed and measured values were within one percent of each 
other. In comparison, Cain and Welch obtained near steady-state 
measured temperature rises about 20 percent higher than calculat­
ed temperature rises (using different model parameters). 

D i s c u s s i o n 
The results shall be discussed with respect to the following three 

topics: (1) Measured Versus Calculated Temperature-Time Pro­
files; (2) Subthreshold Temperatures; and (3) Number of Lesions 
Versus Temperature. 

Measured Versus Calculated Tempera ture -Time Profiles. 
The agreement between the measured and calculated temperature 
profiles is reasonably satisfactory at near steady-state. However, 
the profiles do not agree well at short times (even when the system 
bandwidth is expanded beyond 10 kHz). The uncertainties associ-
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ated with the calculated temperatures are due to: (a) representa­
tion of the fundus by a two-layer homogeneous model; (b) accura­
cy of experimentally measured input variables (corneal power, 
image diameter, and intensity profile); and (c) variation in the 
physical parameters of the eye. 

The primary light absorbing bodies of the fundus are 1-micron 
melanin granules located predominantly in the pigment epitheli­
um. Although models have been developed based upon the heating 
of these granules and reradiation of their stored energy, the homo­
geneous model is assumed to be reasonable for threshold exposure 
durations greater than 1 ms. 

The input variables are subject to the normal measurement er­
rors. The process of rotating the animal to measure the relative in­
tensity profile of an image radius is suitable only if the laser image 
remains fixed in space. Estimates of image size using the fundus 
camera gradacule are within ±5 percent of measured values. In ad­
dition the measured irradiance profile is represented by a circular­
ly symmetric profile in the model. 

Perhaps the greatest uncertainties are due to variations in the 
physical properties between animals of the same species. The de­
gree of pigmentation and thickness of the pigment epithelium may 
vary by a factor of 2 or more in the rabbit. At best only average 
values of absorption are available and the limited experimental re­
sults differ significantly. The most important parameter is the per­
cent of light into the eye that reaches the retina. Experimental 
values of this parameter range from 50 percent to 75 percent [15, 
16]. 

The model parameters used in this paper are based upon pub­
lished values and preliminary results from T. J. White. Coeffi­
cients have not been adjusted to minimize the difference between 
experimental and calculated results. That is, we have not curve-fit­
ted the calculated values to the experimental results. Needless to 
say, differences between calculated and experimental values dem­
onstrate the necessity for additional experimental work in the de­
termination of physical properties of the eye. 

Subthreshold Tempera tu res . As previously described, two 
subthreshold temperatures were measured at each sensor insertion 
site prior to the concluding threshold exposure. The practice was 
followed to reduce measurement error and for this reason: it is, un­
fortunately, not known if the thermal damage of retinal tissue dis­
rupts the absorption coefficients and thermal parameters of the 
P.E. and choroid. Hence, the threshold and subthreshold measure­
ments would provide preliminary data for evaluating this possibili­
ty. Generally threshold temperatures were below extrapolated 
temperatures. Repositioning of the sensor between each exposure 
should have reduced measurement error due to failure of the sen­
sor to be placed at the hottest location in the fundus, or to remain 
at that location. Repeated subthreshold radiations should not have 
altered the tissue since it has been reported that rates of tissue 
damage are negligible when subthreshold temperature rises are 
kept below 5°C [17, 18]. The difference between subthreshold 
measurements at a site when extrapolated to threshold corneal 
power was rarely more than 1°C. 

Distribution of Lesions With Threshold Temperature. The 
average threshold temperature rise from 20 eyes, after correction 
to 37°C, was 17.3°C and the standard deviation was 3.1°C or 18 
percent of the mean. 95 percent confidence intervals for the sam­
ple mean were ±1.2°C. Therefore, the threshold temperature 
mean was about 54°C. 

It is interesting to examine the variance in corneal power neces­
sary for lesion formation and compare it to the variance of the 
temperature measurements. Unfortunately, both a measured and 
an extrapolated threshold temperature rise were associated with a 
single threshold corneal power, since the threshold corneal power 
was used to extrapolate the subthreshold temperature measure­
ment to threshold. Hence, for all experiments in which subthresh­
old measurements were taken, a single threshold corneal power 
was associated with both the measured threshold temperature rise 
and the extrapolated temperature rise. Only 18 independent 

threshold corneal power measurements were obtained. Neverthe­
less, the mean of these 18 corneal power measurements was 21.3 
mW and the standard deviation was 6.86 mW or about 32 percent 
of the mean. The larger variation in power was due partly to the 
variation in image sizes from 200 to 400 jim and partly to individu­
al differences in pigmentation and other physical parameters that 
alter the power level to produce a threshold burn. 

Data are also available from other laboratory sources. An argon-
laser (4880 A) has been used to produce damage in the Rhesus 
monkey retina which is presumably more uniform than the rabbit 
retina [19]. In those experiments, exposure time was 1.6 s and reti­
na spot size was about 200 microns. The mean was 18.75 mW and 
the standard deviation was 6.8 mW or 36 percent of the mean. This 
difference was presumably due to individual differences in the ani­
mals. 

The difference in variation between threshold corneal power 
measurements and threshold temperature measurements suggests 
that threshold temperatures are somewhat less sensitive to indi­
vidual physiological differences (i.e., pigmentation, local circula­
tion and transmission, and absorption properties of various ocular 
components). 

It is well known that these minimum ophthalmoscopically visi­
ble lesions are probably 10-15 percent beyond the first histologi­
cally and electroretinographically noticeable permanent alter­
ations [20, 21]. Nevertheless, the small variation in threshold tem­
peratures does emphasize the probable correlation between a spe­
cific degree of damage and a given temperature and exposure time. 

C o n c l u s i o n s 
The following conclusions may be drawn from this research: 
1 Threshold temperatures associated with the formation of 

minimum ophthalmoscopically visible lesions may be measured 
with specially designed microthermocouples. The mean threshold 
temperature for a 10-s exposure from an argon c.w. laser (4880 A) 
was 54°C and the standard deviation was 3°C. System error was 
about 5 percent of temperature rise or slightly less than ±%CC. 

2 The mean error between calculated and measured steady-
state threshold temperature rises was less than one percent fol­
lowing deletion of two data points. 

3 Threshold temperatures showed better correlation with le­
sion formation than threshold corneal powers. 

4 The next important step is the correlation of retinal burn 
data with a theory of thermal injury based upon chemical kinetics 
and critical temperature-time histories for protein denaturation. 
Such a correlation will help better define the presently ill-under­
stood protein denaturation thermal damage mechanisms in the 
retina. 
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Fig. 6 on page 170 should be replaced by the following figure 6: 
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Fig. 6 Reduced data from G.E. transient test section 

Fig. 8, inc lud ing t h e figure capt ion , should be i n t e r changed wi th 

Fig. 9 together wi th t h e l a t t e r ' s cap t ion . 

T h e t e r m in pa ren thes i s in line 6 in the le f t -hand co lumn on page 

170 "(see Fig . 8 ) , " shou ld be replaced by "(see Fig. 9 ) . " 

T h e first l ine of p r in t below equa t ion (6) on page 171 should read: 

"Fig . 8 shows a superpos i t ion . . ." 

Line 20 of the le f t -hand co lumn on page 171 shou ld read: "duc t iv i t y 

of N icke l -Ox ide a t a round 1500°F varies from 2.4 B t u . " 

Line 24 of t h e le f t -hand co lumn on page 171 should read : " ° F was 

therefore a s s u m e d . T h e d a t a would s u g g e s t s m i n i m u m . . ." 
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Fig. 6 on page 170 should be replaced by the following figure 6: 

Run 15 

G • 252.900 1bm/hr-sq. ft. 

1 • 1.01 

P • 1000 psia 

D •• 492 Inche. 

Fig. 6 Reduced data from G.E. transient test section 

Fig. 8, including the figure caption. should be interchanged with 
Fig. 9 together with the latter's caption. 

The term in parenthesis in line 6 in the left-hand column on page 
170 "(see Fig. 8)," should be replaced by "(see Fig. 9)." 

The first line of print below equation (6) on page 171 should read: 
"Fig. 8 shows a superposition ... " 

Line 20 of the left-hand column on page 171 should read: "ductivity 
of Nickel-Oxide at around 1500°F varies from 2.4 Btu." 

Line 24 of the left-hand column on page 171 should read: "oF was 
therefore assumed. The data would suggest a minimum ... " 
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Effects of Fin Base-
Temperature Depression 
in a Multifin Array 

E. M. Sparrow1 and L. Lee2 

I n t r o d u c t i o n a n d B a c k g r o u n d 
When a fin is performing its function effectively, the rate of heat 

transfer at the fin-base interface is much greater than that passing 
through a comparable area on the unfinned portion of the base 
surface. In order to channel such a relatively large amount of heat 
into (or out of) the fin, it is necessary that the temperature of the 
fin base be depressed (or elevated) relative to that of the surround­
ing base material. This temperature depression (elevation) is gen­
erally neglected in design calculations, so that the temperature at 
the fin-base interface is assumed to be identical to that on the ad­
jacent unfinned portion of the base surface. Such a procedure 
tends to overestimate the fin heat transfer rate. 

The extent of the temperature depression was examined in [l]3 

for the case of a single longitudinal fin affixed to a thick wall of 
large surface area. The results of that analysis demonstrated the 
existence of temperature depressions which affected the fin heat 
transfer by 10-20 percent. 

It is reasonable to expect that the temperature depression at the 
base of a fin will depend on the presence and proximity of adjacent 
fins. Another factor that should be relevant is the nature of the 
heat transfer process on the back side of the finned wall, for exam­
ple, the magnitude of the back side convective heat transfer coeffi­
cient. These factors were not included in [l]. They will be taken 
into account in the present analysis of the temperature-depression 
phenomenon. 

A recent paper by Shih and Westwater [2] which dealt with the 
conductive interaction between a multifin array and a base surface 
was specifically concerned with fins situated in boiling liquids 

(water and Freon at atmospheric pressure). The effect of the fin 
base-temperature depression on the results was not identified as 
such, although it was automatically taken into account in the fi­
nite-difference solution. One of the major conclusions was that the 
fin heat transfer can be adequately predicted by a one-dimensional 
conduction model for the fin, but that the base temperature re­
mains as an important item of uncertainty. 

The physical situation that is studied here is shown schematical­
ly in the left-hand diagram of Fig. 1. The sketch depicts an exter­
nally finned circular tube. The angular half-space « between the 
fins is equal to ir/N, where N is the number of fins. The half angle 
subtended on the outside surface of the tube by the fin base is «. 
The temperature in the fluid environment outside the tube is T,, 
while the bulk temperature of the fluid flowing in the tube is T,n. 

In the conventional analysis of heat transfer through a finned 
tube such as that of Fig. 1, the outside surface temperature T,r is 
assumed to be circumferentially uniform [3j. Its value is found 
from an overall heat balance which is based on purely radial heat 
conduction in the tube wall. If an asterisk is used to denote the 
case of assumed circumferential temperature uniformity, then 

[2A'(w - a ) r 0 / j 0 + 2Nar9h](Tw* - T j 

= (Tm - T„*)AMr0/r,)/2irkt + l / f t f2irr , | (1) 

T - T Bi0r (a) 
2 l OJ co lun V ; Bi, 

(2) 

in which hi and ho, respectively represent the transfer coefficients 
at the tube bore and on the unfinned portion of the external sur­
face of the tube. The corresponding Biot numbers Bi, and Bio are 

Bi,- / ? j 2 r , A t , Bi0 = h02r0/kt (3) 

The quantity h is an overall heat transfer coefficient for the fin 
defined so that 

1 Department of Mechanical Engineering, University of Minnesota, Min­
neapolis, Minn. 

2 Department of Mechanical Engineering, University of Minnesota, Min­
neapolis, Minn. On leave from the Mechanical Engineering Department, 
University of Maine, Orono, Maine. 

3 Numbers in brackets designate References at end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division March 11, 1975. 

Fig. 1 Schematic of finned tube (left-hand diagram) and surface heat flux 
model (right-hand diagram) 
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q, = Qf/(2r0a) = h(Twf - 7 J (4) 

where Qf is the fin heat transfer rate per unit axial length and q/ is 
the corresponding rate of heat transfer per unit area at the fin-
base interface (note that 2ro« is the fin thickness at the interface). 
Twf denotes the temperature at the base of the fin. Expressions for 
h for various fin profiles are easily deduced from fin heat transfer 
equations given in standard texts. 

Once a value of Tw* has been determined from equation (2), it 
may be introduced into equation (4) to yield qf* and Qf*. 

Owing to the depression that was discussed earlier, the tempera­
ture at the fin-base interface is different from that on the unfinned 
portion of the tube, and the circumferential uniformity employed 
in deriving equations (1) and (2) is not a reality. Therefore, the ac­
tual fin heat transfer rate Qf will differ from the value Qf* that is 
calculated by the simplified model. Consideration will now be 
given to an analysis that takes account of the circumferential 
nonuniformities and identifies the extent of the errors in Qf*. 

A n a l y s i s 
In the present approach, the temperature distribution T(r,0) in 

the tube wall will be determined via a solution of Laplace's equa­
tion. The formulation of the problem was shaped so as to facilitate 
an analytical solution. The motivation for the analytical solution, 
in contrast to a numerical solution, is that there are five or more 
parameters which can be independently prescribed. 

At the tube bore (r = r,), a convective boundary condition was 
imposed so that -kt(3T/dr) = hi(Tm - T). The boundary condi­
tion at the outer surface of the tube was modeled by the heat flux 
distribution pictured in the right-hand diagram of Pig. 1. The heat 
fluxes qf and qt were determined by an iterative procedure that 
takes account of the differences in temperature between the fin-
base interface and the unfinned portion of the tube surface. The 
iterative procedure will be described shortly. 

With the use of the aforementioned boundary conditions, a sep­
aration of variables solution of Laplace's equation can readily be 
obtained. From such a solution, average temperatures at the fin-
base interface and on the unfinned portion of the tube surface can 
be evaluated from 

TWf ~~ I T»d0> f 7'dO 
~ rv J a w 

(5) 

It is of interest to compare these temperatures with Tw*, which is 
the circumferentially uniform outside surface temperature given 
by equation (2). With this in mind and using equation (2), the ex­
pressions which stem from equation (5) can be rephrased in the 
form 

(i + nt)[i - n2(i + -)S] 

71 * „ 71 

J. w ± «, 

f . 
i + aJi 

• wt 

to 

1 + Qi 

S) 

T 

(6) 

(7) 
1 + 0 , (1 - ;S> 

Equation (6) compares the thermal driving force for fin heat trans­
fer as given by the present analysis with that of the simplified cir­
cumferentially uniform model. A similar comparison is made in 
equation (7) for the unfinned portion of the tube surface. 

The quantity £l\ represents an algebraic expression which con­
tains several of the parameters of the problem. 

a. 2 
a) — a , a. h 

a) to hn 
[ln(; 

2 
Bi,-

(8) 

Q2 is identical to Hi, except that h/h® is replaced by qf/qt- S is a se­
ries given by 

S = ( Z anXn s m \ , a ) / a [ l n ( £ > ) + - ^ ] (9) 

A„V = 
_ 1 + y„(r,/r0)

2xn 

rjr^ror^"' Yn = 
1 ~ ( B i , / 2 \ , ) 

( B i , / 2 \ , ) 1 
(10) 

and the X„ are eigenvalues equal to nir/w = nN. The series S also 
contains the a,„ which are the Fourier coefficients of the q versus 0 
distribution shown in the right-hand side of Fig. 1. The a„ are ex­
pressed by 

2 s in X„a (if Alt ~ 1 

\ , to v(a/u)(qf/qt - 1) + 1" (H) 

As a final ingredient for the application for the solution, an ex­
pression for h/ha must be provided. In general, this ratio depends 
on the fin characteristics (height, thickness, conductivity) as well 
as on the participating heat transfer coefficients. To restrain the 
number of parameters, consideration will be given to a fin with op­
timum dimensions [4, pp. 82-84], fin thermal conductivity equal to 
that of the base material, and fin surface heat transfer coefficient 
equal to ho. Then, by employing the results of [4], there is obtained 

h/h0 = 1.258//Bi0o7 (12) 

The iterative application of equations (6) and (7) will now be de­
scribed. To begin, values are assigned to Bi;, Bi0, a, N, and rjro. 
Then, a trial value of <j//<j< is selected,.which enables the evaluation 
of O2 and an. With these and with the given parameters, all the in­
puts to the right-hand sides of equations (6) and (7) are available. 
Thus, the ratio (Twf ~- Tm)l(Twt - T„) is readily determined. The 
fin and tube heat fluxes are assumed to be expressible as 

qf = h(Taf - TJ, qt = lh(Twt - ' / . ) (13) 

so that 

(14) 

w h e r e 

Equation (14) enables a new value of qf/qt to be computed. If this 
is different from the initially assumed value, then the computation 
is repeated with the new qflqt as input. The iteration is continued 
until convergence is obtained. 

In light of equation (13) and noting that q* = h(Tw* - T„), the 
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Turning first to Fig. 2, it is seen that the temperature depression 
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of qflqf substantially below one are in evidence in certain ranges 
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depression effect (i.e., a decrease in the heat transfer ratio). On the 
other hand, the trends with Bi, are not so clear cut. 

Fig. 2 can be employed to identify the parameter ranges where 
the model of circumferential temperature uniformity is adequate 
as well as those ranges where it has to be replaced by a more com-
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plete formulation. In this respect, it might be noted that the use of 
fins having a higher thermal conductivity than that of the base 
material would accentuate the temperature depression effect. 
Computations for the case of different conductivities can readily 
be performed with the present analytical model. 

The results for the unfinned portion of the tube, given in Pig. 3, 
indicate a lesser influence of the fin base-temperature depression. 
The effect of the depression is manifested as a higher heat flux 
than that for the case of circumferential temperature uniformity. 

The rate of heat transfer Q (per-unit-axial length) for the entire 
tube may be obtained by adding the contributions of the finned 

-

01 

Si, 

1 
.02 

•0.01 

1 _ J 1 
.04 

1 
.06 

I 1 1 
.08 .1 

^ 
— "Jz^I— 

1 1 
.2 

1 
4 

1.08 

1.06 

1.04 

1.02 

1.00 

Fig. 3 Effect of fin base-temperature depression on the heat flux on the 
unfinned base 

and unfinned portions, so that 

Q = 27V [(co - rv)r0<7( + arflqf] (15) 

Inasmuch as the effect of the temperature depression is to increase 
qt and decrease q/, equation (15) indicates that the effect on Q will 
lie somewhere between. 
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RT 

t 
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cylinder radius 
total cylinder thermal resistance 
position vector in second plane = u + jv 
temperature 
position vector in third plane = £ + jfS 
contact half angle 
position vector in initial plane = x + jy 
angular coordinate in initial plane 
thermal conductivity 
position vector in final plane = ») + jip 

I n t r o d u c t i o n 

Heat transfer across a cylinder contacting two solids is of impor­
tance to engineers and researchers in both aerospace and cryogenic 
engineering. Heat generated by electronic equipment is often 
forced to flow through roller bearing supports while in cryogenic 
applications, cylindrical members can be used as insulatory, struc­
tural standoffs. In both of the foregoing applications, for small 
contacts the actual contact can be approximated as that of a circu­
lar arc, with the arc length determined using Hertz's theory of elas­
tic contacts [l].2 

An exact solution is presented for determining the thermal resis­
tance of a solid cylinder under the influence of two diametrically 
opposite, symmetric, isothermal caps. The remainder of the outer 
surface is impervious to heat transfer resulting in a mixed bounda­
ry condition specification over this surface. The solution is ob­
tained using three successive conformal transformations and is 
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compared with existing test data and the approximation of Yo-
vanovich and Coutanceau [2], 

A n a l y s i s 
The problem under consideration is illustrated in Fig. 1(a). Due 

to the assumed symmetry of the contact size about the plane de­
fined by the surfaces 0 = 7r/2 and 0 = 3TT/2, the cylinder midplane 
will be isothermal at T = 0. The problem to be examined is then 
that of Fig. 1(b). 

The first step of the solution is to transform the f-plane of Fig. 
1(b) to the complex t-plane shown in Fig. 1(c). This can be accom­
plished by the transformation [3], 

t = (6 - 77) + j ln( r 0 / r ) (1) 

with the correspondence of points as indicated in the figure. 
The interior region of Fig. 1(c) can be further transformed into 

the upper half-space of the i«-plane, Fig. 1(d), using the Schwartz-
Christoffel transformation [4]. The transformation in differential 
form is given by 

div 
= G(w - l/k)-ln(w + l / / ? ) - 1 / 2 (2) 

Yovanovich and Coutanceau used a bilinear transformation to 
transform to Fig. 1(d) and then obtained an approximate solution 
for this system using elliptic cylinder coordinates [5). 

The third and final transformation transforms the upper half-
space of the w- plane to the interior of the rectangle in the 0-plane 
of Fig. 1(e) where the field is uniform. Again the Schwartz-Chris-
toffel transformation is used where now 

4 ^ = H'(w - iruHw + l ) - 1 / 2 (« ' - l/k)-in(w + l/k)-in 

div 

(5) 

Integrating equation (5) leads to the transformation equation [4] 

iv = (1/H) sn (0,fe) (6) 

where H = —kH' and sn(0,&) is the Jacobian elliptic sine ampli­
tude function. The scale factor of transformation, H, can be arbi­
trarily set to unity without loss of generality. We then have 

iv = sn(4>,k) (7) 

Inspection of Fig. 1(e) where the internal field is uniform now 
permits determination of the resistance of Fig. 1(b) as simply 

RT/2 = {l/\L)\D,EA/2\ClDi (8) 

Using the transformation equations given in the foregoing it can be 
shown that [4] 

I C4Dt I = K(k); I DiEi \ = K'(k) (9) 

Now, since the cylinder resistance is twice that of the subdivided 
problem, the total dimensionless resistance is determined from 

K' (s in a)/K (sin a) (10) 

where K(sin a) and /<"'(sin a) are the complete elliptic integral and 
complementary complete elliptic integral respectively of the first 
kind of modulus k — sin (a). 

Yovanovich and Coutanceau give for their approximation of this 
problem the expression [2] 

RT\L - {2/it) In [2(1 + c o s a ) / s i n a ] (11) 

In both cases the angle a is the contact half-angle and the heat 
flow must be symmetric about the bisecting diameter. 

Results 
The results of equations (10) and (11) as well as the available 

test data [2] are presented in Table 1. The excellent agreement of 
the available test data with this solution supports the analysis pre­
sented here throughout the entire range of contact half-angles. 

More surprising, however, is that the approximation of Yovano­
vich and Coutanceau [2], can be extended to very large values of 
the capsubtending half-angle. For contact half-angles of less than 
45 deg, the approximation error is less than 0.2 percent; for a less 
than 65 deg 

Half-angle, a 
T e s t d a t a [2] 
E q u a t i o n (1 0) 
E q u a t i o n (11) 

Table 1 R\L versus cap half -angle 
8.90 18 .17 3 5 . 9 8 54 .02 7 2 . 0 1 
2 .09 1.61 1.16 0 .87 0 .63 
2 .07 1.61 1.16 0 .86 0 .62 
2 .07 1.61 1.16 0 .87 0 . 6 4 

7 8 . 1 1 
0 .54 
0 . 5 3 
0 .57 

84 .09 
0 . 4 3 
0 .43 
0 . 5 1 

88 .75 
0 . 3 1 
0 .30 
0 . 4 5 

where G is the complex scale factor of transformation. Integrating 
equation (2) and matching corresponding points yields the trans­
formation equation 

/ = sin-l(ku<) (3) 

To determine k of equation (3), the correspondence w = 1 where t 
= a is used. This defines k by 

the approximation error is less than 2 percent. This close agree­
ment also suggests that for engineering purposes where 0.2 percent 
accuracy is acceptable the approximation can be used that 

K'{k)/K{k) » (2/TT) In [2(1 + k')/k]; k s 0.707 (12) 

where &' = (! — k2)l/2 is the complementary modulus. Using the 
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properties of elliptic integrals [6], 

K'(k)/K(k) = K(k')/K'(k') (13) 

similar accuracy can also be obtained for k greater than 0.707 by 
the approximation 

K'(k)/K(k) « ( i r /2 ){ ln[2( l + /?)/&']}-'; k s 0.707 <14) 

The approximations indicated by equations (12) and (14) are 
valuable ones since an accuracy of approximately 0.2 percent can 
be obtained without direct access to tables of elliptic integrals. 

Conclusions 
An exact solution to the problem described in this note has been 

presented. 
Of far greater significance than merely the solution technique 

applied to this problem, however, are the approximations found in 
equations (12) and (14) for ratios of complete elliptic integrals of 
the first kind. Due to the very large number of solutions that take 
this form [3, 4], these approximations shall undoubtedly prove in­
valuable to both the researcher and the practicing engineer since 
their evaluation is of such computational simplicity. 
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The least squares time-stepping algorithm, which has previously 
been shown by the authors to be competitive for one-dimensional 
problems, is applied to the solution of several two-dimensional 
examples having constant material properties. The results are 
compared against answers obtained using recurrence relation­
ships based on the finite element and finite difference methods. 
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Analytical results for one of the examples are also used for com­
parison. The least squares algorithm proved to be more accurate 
for equal values of time step especially in the large time step 
cases. It, however, requires more computer time and storage than 
the other methods used. Several other limitations of the scheme 
are also presented. 

I n t r o d u c t i o n 

The least squares method was first applied to time dependent 
problems by Zienkiewicz and Lewis [I]3 and later extended to both 
linear and nonlinear one-dimensional field problems by Lewis and 
Bruch [2]. The least squares method was shown to be superior to 
the other time-stepping algorithms which included the finite dif­
ference Crank-Nicolson and finite element-in-time schemes. The 
additional computational effort required by the least squares algo­
rithm was more than compensated for by the increased accuracy 
achieved with larger time steps. 

It was decided to extend the work to determine if this perfor­
mance of the least squares algorithm was still observed when ap­
plied to two-dimensional problems. The stiffness and mass matri­
ces were again derived from a finite element spatial discretization 
generating banded matrices which on multiplication have twice 
the band width. Thus, only partial assembly of the equations is re­
quired. 

The examples chosen were the following heat flow problems. 
The first case is the temperature distribution in an infinitely long 
bar of thermal diffusivity a with square cross section of side 2L. 
The bar is initially at a uniform temperature To and then suddenly 
has its surface maintained at the temperature Tj.. If dimensionless 
distances, time, and temperature are defined by X = x/L, Y = y/L, 
T = at/L2, and 8 = T — TQ/TI - T0, then the mathematical model 
for this problem is 

0 ( 1 , 7 , T) = e(X,l,T) = 1.0, 0(X, Y, 0) = 0 ( la) 

Note: because of the symmetry the problem is only solved in one 
quadrant. 

The second heat flow problem is one which has sharp corners in 
the boundary as shown in Fig. 1. This problem has been previously 
investigated by Bell [3], Using the same notation that he em­
ployed, the differential equation governing the temperature distri­
bution within the domain R is given by 

d^T 82T _ 3T 
a*2 9y2 " a ; U ; 

where T(x,y,t) is the temperature. The boundary conditions for 
this particular problem were as follows 

T(0,y,t) = 1000, T(l,y,t) = 0 (2a) 

and dT/dn = 0 for all other boundaries where8/9n is the derivative 
normal to the boundary. The initial condition is a small time solu­
tion in a plane medium and is given by 

T(x, y, 0) = 103 e r fc ( -^ - ) (26) 
2 v T 

where t = 0.0005 and is equivalent to one time step for the 200 
time step case so that comparison can be made with published 
data at t - 0.1. The sharp corners in the boundary give rise to 
singularities which Bell [3] has studied. His method is linked with 
an explicit finite difference scheme and hence the overall tech­
nique is essentially explicit. Bell [3] did not specify any dimensions 
for the variables in this problem but an appropriate set might be: 
thermal diffusivity (ft2/hr), x and y coordinates (ft), time (hr), 
temperature (°F). 
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investigated by Bell [3], Using the same notation that he em­
ployed, the differential equation governing the temperature distri­
bution within the domain R is given by 

d^T 82T _ 3T 
a*2 9y2 " a ; U ; 

where T(x,y,t) is the temperature. The boundary conditions for 
this particular problem were as follows 

T(0,y,t) = 1000, T(l,y,t) = 0 (2a) 

and dT/dn = 0 for all other boundaries where8/9n is the derivative 
normal to the boundary. The initial condition is a small time solu­
tion in a plane medium and is given by 

T(x, y, 0) = 103 e r fc ( -^ - ) (26) 
2 v T 

where t = 0.0005 and is equivalent to one time step for the 200 
time step case so that comparison can be made with published 
data at t - 0.1. The sharp corners in the boundary give rise to 
singularities which Bell [3] has studied. His method is linked with 
an explicit finite difference scheme and hence the overall tech­
nique is essentially explicit. Bell [3] did not specify any dimensions 
for the variables in this problem but an appropriate set might be: 
thermal diffusivity (ft2/hr), x and y coordinates (ft), time (hr), 
temperature (°F). 
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Fig. 1 Solution corresponding to a time of 0.1 (500 time-steps)—values 
in brackets are the coordinates for the corners of the solution domain 

F i n i t e E l e m e n t F o r m u l a t i o n of E q u a t i o n (2) 
The spatial discretization of equation (2), which will be similar 

for equation (1) because their forms are the same, was obtained by 
use of Galerkin approximations to solutions of the corresponding 
"generalized" or "weak" problems [6], In place of equation (2) we 
consider the problem 

C r , . ,BT d2T 

"at dx* 

a2T 
— B - ) dx dv = 0 
By1-

(3) 

with a given temperature or a prescribed flux along a boundary. 
The temperature distribution within an element of the discretized 
solution domain is approximated by 

T = •ZNi{x,y)Ti{t) 

where TV; are the shape functions defined piecewise, element by el­
ement, and Ti are the nodal temperature values. Integration by 
parts of equation (3) yields a set of equations of the following form 

[K]{T(t)} + [C]{T(t)} + {f{i)} = 0 (4) 

in which K and C are constant matrices. The terms in the matrix 
\f(t)\ include information from surface integrals along boundaries 
on which flux boundary conditions other than dT/dn = 0 are given. 
It also includes the known boundary temperatures times appropri­
ate constants from element nodes that occur on boundaries with 
this type of boundary condition. 

T i m e - S t e p p i n g A l g o r i t h m s 
Three different time-stepping algorithms were used for compar­

ative purposes. The first is the well known Crank-Nicolson finite 
difference scheme 

Tt^t = (C/M + K/2YX{{C/M - K/2)Tt - f{t)t^tn] (5) 

Also, a Galerkin finite element scheme was used. 

T t + A f = (C/At + 2K/3)A{(C/At - K/3)Tt 

2 / f(t)t dt/(At)2} (6) 

Third, the least square algorithm first proposed by Zienkiewicz 
and Lewis [1] and extended by Lewis and Bruch [2] to one-dimen­
sional problems, is also used. 

[KTKAt/2 + {KTC + CTK)/2 + C C / A ; ] - 1 

A/ 

' (* 

x {[CTC/\t + (KTC - CTK)/2 - KTKAt/6]Tt 

X X f^tdt~TfL f{t)dt^ (7) 

Numerical Results 
The previously described example problems were solved with all 

three time-stepping schemes and an accuracy comparison- made at 
a certain point in time. For problem one, the three time-stepping 
schemes were compared with results obtained from the analytical 
solution to equations (1). 

The analytical results were used in the following relationship: 

P e r c e n t a g e E r r o r 

| Exac t Solution - Approximate Solution [ x 100 
E x a c t Solution 

(8) 

The expression given by equation (8) was used in determining the 
error at each grid point within the domain and these are summed 
to given an indication of the average error obtained with each time 
stepping scheme. These results are given in Table 1 for ranging 
values of time step size for these algorithms and for two space-size 
increments AX = AY = 0.1 and 0.2. It is seen that, generally, for 
large time steps, the least squares method gives a more accurate 
solution. The computer storage requirement for the CPU Time 
computer execution step for the case where AX = AY = 0.1 (100 
unknowns) was 446 K for the least squares method, while it was 
270 K for the Crank-Nicolson and Galerkin methods. 

For case two, since there was no analytical solution to compare 
against, it was decided to run the problem, using both the least 
squares and Crank-Nicolson algorithms, with a small time-step of 
At = 0.0002 and double precision in the computer programs and 
use the results obtained as a norm for comparison purposes. 

These results are presented in Fig. 1 and were used as the exact 
solution in equation (8). Results of using equation (8) are given in 
Table 2 for ranging values of time step size for the three algo­
rithms. From inspection of these results, it is clearly seen that the 
least squares and Crank-Nicolson schemes are superior to the 
Galerkin algorithm. However, as the magnitude of time step de­
creased the Crank-Nicolson scheme is marginally better and, of 
course, both tend to the same answers at At = 0.0002. All three 
schemes give more accurate answers for At = 0.0005 than either 

Table 1 Percentage errors at r = 0.75 

\x = AY 
0.2 
0.2 
0.2 
0.2 
0.2 
0.1 

Number 
of steps 

3 
5 

15 
25 
75 

5 

AT 

0.25 
0.15 
0.05 
0.03 
0.01 
0.15 

Crank-
Nicolson 
275 .875 
130 .158 

3.838 
2.752 
2.428 

7 8 2 . 1 4 1 

Galerkin 
42 .070 
14 .652 

4 .970 
2.226 
0.918 

75 .008 

Least 
squares 
37 .640 

9.408 
3 .191 
2 .770 
2.462 

29 .788 
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Table 2 Percentage errors at t = 0 .100 

Fini te element 
Number 5 term 6 term Simple space-time 
of steps At Crank-Nicolson Galerkin Least squares approx. approx . explicit coordinates 

1 0.1000 1307.8825 794.6387 684.1022 
5 0.0200 90.6962 105.4658 12.5849 

10 0.0100 10.0853 50.7122 4.0053 
20 0.0050 2.2695 24.8791 1.3349 

100 0.0010 0.0854 4.9788 0.0913 
200 0.0005 0.0174 2.4932 0.0241 68.2511 117.0179 95.6633 76.0797 

Bell's [3] five and six term approximates or Bruch and Zyvoloski's 
[5] finite element space-time discretization. It should be noted that 
the finite element space-time scheme results were obtained using 
single precision arithmetic and it can only be assumed that the five 
term approximate, six term approximate, and the explicit schemes 
were likewise calculated. 

A comparison is also made of the relative computer (IBM 360/ 
75) times required for matrix multiplication and for each subse­
quent recurrence calculation. All matrix inversions were performed 
by the same method (IBM Scientific Subroutine Package MINV). 
In the Crank-Nicolson scheme given by equation (5), the operation 
of matrix multiplication involves the terms (C/At + K/2)"1 and 
(C/At — K/2), respectively. It is immediately obvious that much 
greater effort is required in setting up the matrix operations for 
the least squares scheme. The least squares algorithm required ap­
proximately 60 times the computer time necessary for this matrix 
multiplication compared to the other two schemes, but the compu­
tation time-per-time step after this evaluation was similar for all 
three methods. Because of the nature of the matrices which have 
to be inverted in equations (5) and (7), the first being block tri-di-
agonal while the second block penta-diagonal, it should be pointed 
out that if iteration had been used, rather than matrix inversion, 
the least squares method would be inferior to the Crank-Nicolson 
method. 

Finally, investigating the errors, | Exact Solution—Approximate 
Solutionj at the two critical points in the problem for the different 
schemes at At = 0.01, showed that at the point (0.3, 0.2) these were 
0.27356, 5.35288, and 0.56149 for the Crank-Nicolson, Galerkin, 
and least squares methods, respectively. For the point (0.7, 0.2) the 
values were 0.15994, 1.40717, and 0.08012, respectively. If At = 
0.0005, the errors at (0.3, 0.2) were 0.00139, 0.29591, and 0.00180, 
respectively, while they were 3.15312, 3.15312, 16.15312, and 
3.52666 for the five-term approximation, six-term approximation, 
simple explicit, and finite element space-time coordinates meth­
ods, respectively. For the point (0.7, 0.2), the values were 0.00027, 
0.06782, 0.00028, 0.39993, 2.39993, 2.60007, and 1.66018 for the 
seven methods, respectively. It should be noted that in general 
with all of the schemes except the simple explicit, the maximum 
error for each time step size for each scheme did not occur at one 
of the critical points. It did, however, usually occur within a couple 
of mesh points from the first critical point (0.3, 0.2). 

S u m m a r y and C o n c l u s i o n s 
The least squares time stepping scheme first presented for one-

dimensional problems has been applied to several two-dimensional 
examples having constant material properties. The least squares 
method is unconditionally stable as are the other methods used in 
the comparisons. As in the one-dimensional case, the least squares 
algorithm again proved to give more accurate results for equal 
values of time step especially in the large time step range. It should 
be noted that the usefulness of the least squares method is limited 
to problems having constant or space dependent material proper­
ties. If the material properties were dependant upon time or tem­
perature, then new coefficient matrices in equation (4) would have 
to be determined at each time step or with each iteration. Thus, 
the amount of computer time would be very large. Another limita­
tion, as pointed out in the first example, is the large amount of 
computer storage requirement as compared to other methods. 
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Kato, et al. [2], and very recently by Mason and Seban [3]. The 
first two studies used an integral-method approach and the third 
one used a differential-method approach. Mason and Seban ex­
pressed the eddy viscosity « by a mixing-length distribution I and 
mean-velocity gradient, that is, t = (\duliiy\ together with a con­
stant turbulent Prandtl number for the energy equation. They also 
expressed the eddy viscosity in terms of the turbulent kinetic ener­
gy (TKE) as € = ate112, where a is a constant and e is the turbu­
lent kinetic energy. To get e, they solved the TKE equation with 
further assumptions for the fluctuation terms appearing in that 
equation. After a substantial exploration of empirical constants 
adjusted to fit the experimental data for air, they obtained good 
agreement with other experimental data on the subject. 

The present study is based on the numerical solution of the gov­
erning boundary-layer equations in their differential form. The 
eddy-diffusivity formulas used by Cebeci and Smith (see reference 
[4]) are utilized to model the Reynolds stresses. It differs from the 
others in that it is applicable to both laminar and turbulent flows 
and does not employ any new empirical constants other than those 
used for forced-convection flows. For further details see reference 
[5]. 

G o v e r n i n g E q u a t i o n s 
The boundary-layer equations for a two-dimensional incom­

pressible turbulent flow along a vertical flat plate with a body 
force can be written as 

9w , du - n l . _, % , 8 r/ , N
 8 « i /,% 

Bx 

dx 
st , dt a u , . dt 

9* dy 
(3) 

For the case of uniform wall temperature, the boundary conditions 
are 

y = 0, u = v = 0, t = iu 

y—oo, u-~Q, t —1„ 

(4a) 

(46) 

Equations (l)-(3) are singular at x = 0. To remove the singularity, 
we use the similarity variables £ and r) defined by 

« = z , n 
v R, l't ltt±L\ t - l / 4 
L> 2 ' ? «/.= 

l£PUa-U)L] 1/2, 
± (5) 

together with a dimensionless stream function /(£, rj) and a dimen-
sionless temperature g defined by 

0 = (2rwvu,ij), g 
t -t„ 

(6) 

With the definitions in (5) and (6), equations (1) and (2) can be 
written as 

(bf'Y + iff" - 2(f)2
 + g=^{fdt -f J£) (7) 

(eg')' + % ' = 4 | ( / ' 
dc 

•g 
,-K- (8) 

82; * 8ij 

In terms of transformed variables, the boundary conditions (4) 
become 

77 = 0, / = / ' = 0, g= 1 

v = n~>, f = o, g= o 

(9a) 

(96) 

Eddy Di f fus iv i ty F o r m u l a s 

In this study we consider the eddy viscosity formulation of Ce­
beci and Smith [4] developed for forced convection flows and use it 
for free convection flows to explore the accuracy of predicting heat 
transfer rates, velocity, and temperature profiles on vertical flat 
plates subject to uniform wall temperature. We keep the empirical 
constants the same. Because of the difficulty of defining an outer 

Fig. 1 Comparison of calculated and experimental results for air (Pr = 
0.72) 

eddy viscosity expression based on the velocity defect, as for the 
inner region we chose a mixing-length expression for the outer re­
gion and define our formulation by 

' e i = [0.43>(l~e-*M)l2|^| 
1 dy ' 

e0 = (0.0756)1 
I - I 

(10) 

where A = 26I*(T„/P)~1 / 2 . We also chose the turbulent Prandtl ex­
pression of Cebeci (see reference [4]), which is 

P r 
_ 0.4[1 - e x p ( - y / / 4 ) I 

' ~ 0.44[1 -exp(-y/B)] 
(11) 

H e r e 

(2) A = 26 V(TJPY1'\ B = J B"^(T,„ /p) - , / 2 /v r PF, B" 

= £ c ( ( l o g 1 0 P r ) M 

with 

C t = 34.96, C2 = 28.79, C3 = 33.95, C4 

= 6.33, C5 = - 1 . 1 8 6 

C o m p a r i s o n W i t h E x p e r i m e n t 
A two-point finite-difference method used earlier by Cebeci [6] 

was used to solve the governing system of equations: for details see 
reference [5]. 

Figs. 1-5 show comparisons of calculated results with experi­
ment. The computations were started as laminar at the leading 
edge and were made turbulent at a specified local Rayleigh num­
ber, R&x. 

Fig. 1 shows the computed variation of local Nusselt number 
Nux with Rax for air (Pr = 0.72). The transition point was assumed 
at Rax = 6 X 108. The experimental data are due to Warner and 
Arpaci [7], Our calculated results show good agreement with exper­
iment for both laminar and turbulent flows. We note that the pre­
dictions of Eckert-Jackson show considerable deviation from the 
experimental data. 

Figs. 2 and 3 show the comparison of calculated and experimen­
tal results for the experimental data of Fujii, et al. [8]. Fig. 2 shows 
the results for Pr = 5.9. Our calculations were made by matching 
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Fig. 2 Comparison of calculated and experimental results for water (Pr : 
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Fig. 3 Comparison of calculated and experimental results for spindle oil 
(Pr = S8.7) 

y / 4 * 

Fig. 4 Comparison of calculated and experimental velocity profiles 

the experimental local Nusselt number at Rax = 5.5 X 1010. As can 
be seen from the results, the predictions of the present method 
agree much better with experiment than those of Kato, et al., and 
Eckert and Jackson. The results in Fig. 3, which are for spindle oil 
whose Prandtl number is 58.7 show the same trend; again the pre­
dictions of the present method is in better agreement than those of 
Kato, et al., and Eckert and Jackson, although for this case their 
predictions agree better with experiment than the case for Pr = 
5.9. 

Fig. 4 shows the comparison of calculated and experimental ve­
locity profiles. The agreement between calculated results and ex­
perimental data due to Cheesewright [9] and Vliet and Liu [10] ap­
pears satisfactory. 

Fig. 5 shows a comparison of calculated and experimental tem­
perature profiles for the data of Fujii, et al., for three Prandtl 
numbers, Pr = 0.72, 5.9 and 58.7. The x coordinate is chosen to be 
the correlation parameter (y/iJNu^ suggested by Fujii, et al. It is 
interesting to note that a best-fit curve for the calculated outer 
portion of the thermal layer (y/Si, > 1) is 

g= 1 - (0 .9&v/5 f t )
1 / 8 (12) 

which is in close agreement with the relation used by Eckert and 
Jackson, g = 1 - (y/o)1/7. 

The calculations shown in Figs. 1-5 were made by using the vari­
able turbulent Prandtl number expression given by (11). We ob­
serve from our calculations, however, that the predictions are not 
very sensitive to the turbulent Prandtl number assumption. When 
the same calculations were repeated for a constant Prandtl num­
ber equal to 0.90, almost the same results were obtained, although 
the predictions of a variable Prandtl number were a little better 
than those obtained by a constant Prandtl number. This may be 
expected since, for the cases considered in our study, the variation 
of turbulent Prandtl number across the boundary layer for Pr = 

10"' 1.0 ; ( U i j j J 1(1 ) 0 

Fig. 5 Comparison of calculated and experimental temperature profiles 

0.72, 5.9 and 58.7 were not significant (see Fig. 5). It is only at low 
molecular Prandtl numbers that the variation becomes important; 
whether a variable turbulent model would yield better predictions 
for such cases as it does for forced-convection flows remains to be 
explored when experimental data become available. 

In conclusion, the present method with the same mixing-length, 
eddy-diffusivity formulas employing the same constants used in 
forced-convection flows also yield satisfactory results for natural 
turbulent convection flows without employing different eddy-dif­
fusivity formulas and different empirical constants. 
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Natural Convection Mass 
Transfer Adjacent to Vertical 
and Downward-Facing 
Inclined Surfaces 

W. R. Moran1 and J. R. Lloyd2 

Experimental measurements for natural convection mass trans­
fer adjacent to vertical and downward-facing inclined surfaces 
were performed using an electrochemical technique. The mea­
surements yielded the time average and instantaneous mass 
transfer rates for the laminar, transition, and turbulent flow re­
gimes along the test surface. The laminar mass transfer measure­
ments were found to agree with both the analytical and experi­
mental results for both the vertical and downward-facing inclined 
surfaces. The Rayleigh number marking the onset of the transi­
tion from laminar flow conditions depended heavily upon the 
angle of inclination of the test surface. In the turbulent regime 
the time average local mass transfer coefficient was correlated by 
the Rayleigh number to V3 power. 

Nomenclature 
c = transferred species concentration 
CT{6) = constant for turbulent flow 
D = diffusion coefficient of transferred species 
P = Faraday number 
g = gravitational acceleration 
Gxx = Grashof number 
i = current density 
k = mass transfer coefficient 
n = valence of transferred species 
Rae|X = local modified Rayleigh number 
Sc = Schmidt number 
Shj = Sherwood number 
t = transference number 
x = streamvvise coordinate 
0 = angle of inclination 
p = viscosity 
p = density 

Subscripts 

w = surface conditions 
<B = bulk conditions 

Introduction 
Experimental mass transfer data describing the local natural 

convection adjacent to free-standing, downward-facing inclined 
surfaces, unlike the corresponding heat transfer case, are virtually 
nonexistent in the literature. To obtain the local mass transfer 
data, an electrochemical technique [ l ] 3 employing an aqueous so­
lution of reagent grade cupric sulphate in reagent grade sulphuric 
acid was employed. This mass transfer technique, which exhibits a 
uniform surface concentration, is analogous to the corresponding 
uniform surface temperature heat transfer problem. The Schmidt 
number, analogous to the Prandtl number in heat transfer, was ap­
proximately 2000. High Prandtl number heat transfer problems 
generally are complicated by large property variations while the 
properties vary a maximum of only 3 percent with the present 
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2 Aerospace and Mechanical Engineering Department, University of 
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mass transfer technique. This technical brief presents for the first 
time data describing the local laminar, transition, and turbulent 
mass transfer distributions on the downward-facing inclined sur­
face. 

E x p e r i m e n t a l A p p a r a t u s a n d T e c h n i q u e s 
The major components of the experimental apparatus included 

a tank, the electrolyte solution, an anode, a cathode, a thermome­
ter, a reference junction, and the electrical network. Two complete 
test systems were employed in the present investigation. One was a 
smaller surface constructed of pure nickel and was used to study 
only the laminar regime. Description of this apparatus can be 
found in reference [2]. A second, much larger, test system was em­
ployed to enable study of the transition and turbulent regimes. 
The test environment for the laTger system consisted of 1249 1 of 
electrolyte solution. The large test surface was 27.9 cm X 60.9 cm 
(spanwise width X height) and 0.635 cm thick, and was made of 
pure copper. Embedded in this surface from the back side were 23 
local probes approximately 0.317 cm in diameter. They were locat­
ed longitudinally along the center line of the surface at intervals of 
2.54 cm. The probes were electrically insulated from the test sur­
face by a layer of epoxy approximately 0.017 cm thick. To elimi­
nate edge effects the entire surface was surrounded by a 2.54 cm 
wide flush fitting collar of teflon. To prevent spurious electrical 
leaks from the test surface to the surrounding medium the entire 
back side and edges were carefully painted with Glyptal, an insu­
lating paint. 

For each test run the surface was carefully cleaned and then po­
sitioned in the test environment. After allowing the fluid to be­
come quiescent, the surface was brought to limiting current condi­
tions where the surface reaction is diffusion controlled, and the 
surface concentration of transferred species, copper ions, is essen­
tially zero. The data were recorded with a Hewlett Packard Data 
Acquisition system. Further details on the construction of the 
large test facility and the test procedure can be found in reference 
[3]. 

Data Analysis 
The local mass transfer coefficient, kx, is defined under limiting 

current conditions by kx = i(l — t)ln Fc„>. The local mass transfer 
coefficient is then expressed through the local Sherwood number, 
Shx = kxx/D. Other dimensionless terms which are used to de­
scribe the mass transfer are the Schmidt, Sc = fi/pD, Grashof, 
Gro|X = (pg cos0(p„ — pw)x3)/p2, and Rayleigh number, Rao,x = 
G r ^ S c . 

R e s u l t s a n d D i s c u s s i o n 
The laminar natural convection heat transfer relation for a fluid 

with a Prandtl number equal to about 2000 adjacent to an isother­
mal vertical surface can be found in reference [4]. By analogy the 
same relation holds for the mass transfer case and is given by 

Sh* = 0.499 Ra8|j :
1/4 (1) 

The value g in the Rayleigh number is replaced by g cosfl in order 
to accommodate inclined surfaces. If one plots the laminar data 
with the ratio Sh-c/(0.499 Ra«|X

1/4) on the ordinate and Rao,* on the 
abscissa, a scattering of data about the value one would indicate 
that the modified transfer relation given by equation (1) is correct. 
The results of the laminar data are plotted in Fig. 1 employing the 
just-mentioned technique. As indicated in the upper right hand 
corner, the data are from both the nickel and copper test surfaces. 
The parameter varied was the downward angle of inclination and 
included, 0, 5,10, 20, 30, 45, and 60 deg. 

It is seen that the laminar data for all angles generally fall within 
±4 percent of the heavy line indicating a value of one. This scatter 
is indicative of the reproducibility of the experiments. These results 
verify with considerable strength the use of only the component of 
gravity acting parallel to the test surface in describing the natural 
convection mass (or heat) transfer process for this wide range of 
angles. When combined with the results of reference [2] for up-
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Fig. 1 Local laminar mass transfer on vertical and downward-facing in­
clined surfaces 

ward facing surfaces, these data demonstrate that the use of g cosO 
is sufficient to modify the Rayleigh number, in at least the range of 
inclination angles from +20 to —60 deg relative to the vertical, and 
enables one to obtain accurate mass or heat transfer predictions 
from the vertical surface relation. The heat transfer results pre­
sented in references [5, 6] indicate that this is also true for lower 
Prandtl number fluids. 

The plotting technique employed in Fig. 1 provides a sensitive 
way to determine the onset of transition. As soon as the data lift 
consistently above the line indicating a value of one, the laminar 
transfer relation is no longer satisfied and transition can be said to 
have occurred. A more sensitive way to determine the onset of 
transition is to utilize the fact that the local mass transfer probes 
are essentially inertia free and they thus can sense fluctuations in 
the mass transfer. The locations of the first sign of fluctuations are 
marked in Pig. 1 by arrows. Thus, two transition points were de­
fined, the "instantaneous" and the "time average" critical points. 
Transition at angles greater than 30 deg was not seen to occur even 
on the largest test surface. This indicates that the critical Rayleigh 
number for the onset of transition is a relatively strong function of 
the angle of inclination. 

The vertical surface instability is the only configuration where 
other data are available for comparison. Reference [2] provides the 
only local data available for comparison. They used both the crite­
ria employed herein, and found critical Rayleigh numbers for the 
instantaneous and time average critical point of 1.5 X 1011 and 2 X 
10 l i . This is in reasonable agreement with the present work where­
in the corresponding critical Rayleigh numbers were 5 X 1011 and 6 
X 1011. The higher transition value found in the present work may 
well be due to the fact that the surface in reference [2] was seg­
mented, and the small but present spanwise cracks where the plate 
segments joined could have introduced some fatal disturbance. 
Since the copper test surface was a continuous flat surface this 
particular problem with the cracks would not be encountered in 
the present work. In references [7, 8] the same electrochemical 
technique was employed, but only overall data, no local data, were 
obtained. Their results, fell in a range of 4-5 X 1011. 

It should be noted that the present predictions for the onset of 
transition are also considerably higher than the heat transfer work, 
using air and water as the working fluid, summarized in reference 
[9j. The difference can be explained by the fact that there is a 
Prandtl (Schmidt) number effect [10]. Fluids of different Prandtl 
or Schmidt numbers are affected by a given disturbance frequency 
differently. For one Prandtl or Schmidt number the disturbance 
may grow whereas for another the same disturbance may decay. 
For the natural disturbance condition encountered in these works 
it is impossible to even say what disturbances were present. The 
data of Fujii, et al. [11] for heat transfer on a vertical cylinder in 

fluids of Prandtl numbers from 2 to 2600 lend support to this 
Prandtl number trend. Their data showed higher instability Ray­
leigh numbers at larger Prandtl numbers. 

As mentioned earlier, the signals from the local probes fluctuat­
ed in the transition and turbulent regimes and thus had to be time 
averaged. The signal for each of the 23 probes was monitored once 
every 5 s with the Hewlett-Packard data acquisition system for a 
period of 3 min. This was determined to be a sufficiently long time 
to obtain an accurate time average without encountering the ef­
fects of stratification. The character of the fluctuations in the 
transition and turbulence regimes was observably different. In the 
transition regime the current signal was typically a wave-like sig­
nal with an occasional spike or fluctuation in it. As the fully turbu­
lent condition was approached the waves gave way to the spikes 
and the signal looked like the fluctuating signals which would be 
expected. For completeness, it should be stated that the fluctua­
tions in the turbulent regime were approximately ±4.5 percent and 
had a period of about 30-45 s. 

The basic relation for turbulent natural convection is given in 
[2] by 

Sh* = CT(0)Ra0 
1/3 (2) 

where CT(B) is a coefficient which must be determined experimen­
tally and is a function of the angle of inclination. Fig. 2 presents 
the results for several runs for the transition and turbulent flow re­
gimes for the downward facing angles 0, 5, 10, 20 deg. For angles of 

0.055 

0.045 

0.035 

0.050 

~i 1 — r 

CT(6) = 0.048 

1 I r 
t 

CT(8) = 0.047 

CT(9)= 0.052 4 -vWv^v f 

0.070 -

0.060 - CT(9) = 0.056 _ftj 'S8SS«*&ss< 

j i u . 

0.055 

0.045 

0.035 

- 0.065 

0.055 

Rae,x 

Fig. 2 Local iurbuleni mass transfer on vertical and downward-facing in­
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30 deg or g rea te r t h e t u r b u l e n t regime could n o t be r eached wi th 

t h e p r e s e n t e q u i p m e n t . P l o t t e d on t h e o r d i n a t e is the q u a n t i t y 

Shjt /Rao. i 1 ' 3 and on the abscissa is t h e modif ied Rayle igh n u m b e r . 

U n d e r fully developed t u r b u l e n t cond i t ions t h e d a t a shou ld lie on 

a hor izonta l l ine, a n d u p to t h a t t ime t h e d a t a are said to be in t h e 

t r ans i t i on regime. T h e value of S h ^ / R a o ^ 1 ' 3 a b o u t which t h e d a t a 

lie is CT(S). T h e po in t s a t which t h e d a t a s ta t i s t ica l ly begin to fall 

on a s t r a igh t l ine ( the u p p e r b o u n d s of t h e t r ans i t i on regions are 

m a r k e d with vert ical a r rows on t h e figure) and t h e s ta t i s t ica l aver­

age of t h e d a t a is m a r k e d wi th a hor izonta l d a s h e d l ine. T h e Ray­

leigh n u m b e r range of t h e d a t a is q u i t e l imi ted a n d t h e t u r b u l e n t 

resu l t s should be i n t e r p r e t e d wi th th i s in mind . I t can be seen t h a t 

t h e d a t a sca t t e r is g rea te r t h a n in t h e l amina r case. General ly , t h e 

g rea tes t sca t t e r comes be tween runs . I t can also be seen t h a t t h e 

va lue of CT{8) ini t ial ly decreases as t h e angle of inc l ina t ion in­

creases , b u t a p p e a r s to level off quickly a t 10-20 deg. T h e values of 

Cr(0) for these two angles are , wi th in t h e e x p e r i m e n t a l sca t t e r of 

t h e da t a , essent ia l ly t h e same . T h i s t r e n d is expec ted since t h e 

p resence of t h e surface will have a d a m p i n g effect on t h e f luctua­

t ions . T h e value of CT(0) as a funct ion of 0 agrees very well wi th 

t h e d a t a of reference [2] and [7]. 
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N o m e n c l a t u r e 

b = p la te spac ing 

c = specific hea t of p la t e 

CPf = cons t an t pressure specific hea t of fluid 

g = accelera t ion due to gravi ty 

Gr = Grashoff n u m b e r [ G r = g g A T f a 3 - ] 

hc = average convect ive hea t t ransfer coefficient 

k = t h e r m a l conduc t iv i ty 

L = he ight of p la t e 

m = m a s s of p la t e 

N u = average Nusse l t n u m b e r [Nu = -——] 

Pr = P r a n d t l n u m b e r [Pr = ^ L ] 
k 

Qc = ra te of convect ive hea t t ransfer 
Tf = m e a n fluid t e m p e r a t u r e = (Tw + l\)/2 
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I n t r o d u c t i o n 

In an earl ier p a p e r [ l ] 3 Levy discussed t h e subjec t of o p t i m u m 

p la te spacings for l amina r free convect ion from paral le l ver t ical 

i so the rmal flat p la tes . Based on an analysis by Bodoia [2, 3], h e 

showed t h a t two o p t i m u m spacings exist. One arises in d e t e r m i n ­

ing t h e n u m b e r of ver t ical fins to a t t a c h t o a surface of fixed di­

mens ions , which for a given fin t e m p e r a t u r e p e r m i t s t h e g rea tes t 

r a t e of convect ive h e a t t ransfer to t h e su r round ings . T h i s op t i ­

m u m , observed exper imen ta l ly wi th air by E l e n b a a s [4] and de ­

r ived by Bodoia [2] occurs a t a p la te -spac ing b given by 

j G r P r - 5 0 (1) . 

T h e second o p t i m u m arises in de t e rmin ing t h e spac ing be tween 

two pla tes , which for a given r a t e of convective h e a t t ransfer min i ­

mizes the p la t e t e m p e r a t u r e s . Levy a rgued t h a t for t h e condi t ion 

of m i n i m u m A T to occur, t h e b o u n d a r y layers on t h e p l a t e s m u s t 

no t merge [1]. F r o m Bodia ' s analysis , th i s occurs for va lues of p la te 

spac ing grea te r t h a n t h e value given by 

- G r P r « 6 0 0 (2) 
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va lue of CT{8) ini t ial ly decreases as t h e angle of inc l ina t ion in­

creases , b u t a p p e a r s to level off quickly a t 10-20 deg. T h e values of 

Cr(0) for these two angles are , wi th in t h e e x p e r i m e n t a l sca t t e r of 

t h e da t a , essent ia l ly t h e same . T h i s t r e n d is expec ted since t h e 

p resence of t h e surface will have a d a m p i n g effect on t h e f luctua­

t ions . T h e value of CT(0) as a funct ion of 0 agrees very well wi th 

t h e d a t a of reference [2] and [7]. 
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I n t r o d u c t i o n 

In an earl ier p a p e r [ l ] 3 Levy discussed t h e subjec t of o p t i m u m 

p la te spacings for l amina r free convect ion from paral le l ver t ical 

i so the rmal flat p la tes . Based on an analysis by Bodoia [2, 3], h e 

showed t h a t two o p t i m u m spacings exist. One arises in d e t e r m i n ­

ing t h e n u m b e r of ver t ical fins to a t t a c h t o a surface of fixed di­

mens ions , which for a given fin t e m p e r a t u r e p e r m i t s t h e g rea tes t 

r a t e of convect ive h e a t t ransfer to t h e su r round ings . T h i s op t i ­

m u m , observed exper imen ta l ly wi th air by E l e n b a a s [4] and de ­

r ived by Bodoia [2] occurs a t a p la te -spac ing b given by 

j G r P r - 5 0 (1) . 

T h e second o p t i m u m arises in de t e rmin ing t h e spac ing be tween 

two pla tes , which for a given r a t e of convective h e a t t ransfer min i ­

mizes the p la t e t e m p e r a t u r e s . Levy a rgued t h a t for t h e condi t ion 

of m i n i m u m A T to occur, t h e b o u n d a r y layers on t h e p l a t e s m u s t 

no t merge [1]. F r o m Bodia ' s analysis , th i s occurs for va lues of p la te 

spac ing grea te r t h a n t h e value given by 

- G r P r « 6 0 0 (2) 

3 Numbers in brackets designate References at end of technical brief. 
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In the present paper, the authors present experimental data to 
support the second optimum. 

E x p e r i m e n t a l P r o c e d u r e 
The experiments were performed in air using parallel arrays of 

four and six vertical aluminum plates. Each plate was 0.305 m wide 
X 0.381 m high X 6.35 mm thick and was beveled at the bottom to 
minimize leading edge effects. The plates, with the middle two in­
strumented with copper constantan thermocouples, were heated in 
an oven and then allowed to cool in air. The transient variations in 
plate temperature obtained during cooling were recorded and used 
to calculate the instantaneous values of h, AT, and Gr. Separate 
tests were performed with plate spacings from 6.25 to 25.4 mm, 
which combined with the values of temperatures employed in the 
tests correspond to values of the parameter t/ from 10 to 5400. 

Experiments were performed using arrays of both four and six 
plates to determine if the number of plates in the array influences 
the rates of convective heat transfer from the interior plates. No 
measurable differences were found. Small nonuniformities in tem­
perature did occur along each plate; instantaneous average plate 
temperatures were used in analyzing the data. All fluid properties 
are evaluated at the mean fluid temperature Tf defined as the av­
erage of the instantaneous plate temperature Tw and the fluid 
temperature upstream of the array of plates T„. 

All of the results have been corrected to account for the effects 
of thermal radiation; the cooling rates and heat transfer coeffi­
cients presented here correspond to the convective component 
only. 

The use of a transient cooling technique to obtain steady-state 
convection heat transfer results is valid, provided the time to cool 
the system is large relative to the thermal response time of the 
boundary layers. This is shown quantitatively through analysis of 
the orders of magnitude of the terms in the energy and momentum 
equations for the boundary layers. The condition for negligible 
transient effects in the boundary layer is 

4ett, 
« 1 (3) 

where tit is the thermal response time of the aluminum plate. 
Choosing tn equal to the time required for the plate temperature 
to decrease by an amount equal to 0.1 (Tw — Too), the transient pa­
rameter b2/4atR ranges from a value of 4 X 10~3 at the smallest 
plate spacing to 7 X 10""2 at the largest spacing. Obviously bounda­
ry layer transient effects are negligible over the entire range of 
conditions studied. 

R e s u l t s a n d D i s c u s s i o n 
The free convection Nusselt number is plotted versus TJ in Fig. 1 

along with the experimental data of Elenbaas and the analytical 
results of Bodoia and Osterle. The experimental and theoretical 
results are in excellent agreement except for relatively small values 
of plate spacing, where both sets of data show values of Nu larger 
than those predicted by the theory. 

Two factors may be responsible for the difference between theo­
ry and experiment a t low ij. Bodoia's analysis was developed for 
the case of a constant property flow. To account for fluid property 
variations in the present study, all properties are evaluated at the 
mean fluid temperature Tf. This procedure seems appropriate for 
large i;, where the center-line temperature remains fixed at Too 
over most of the channel height. At small i), however, the flow be­
comes fully developed thermally very near the channel inlet, and 
the fluid properties should instead be evaluated at a temperature 
much closer to Tw than to Tf. Evaluating the fluid properties at Tw 

reduces greatly the difference between theory and experiment in 
this range. 

Second, Bodoia's analysis is restricted to a two-dimensional ge­
ometry. Bodoia [2] suggests that in the range r/ < 20 where plate 
separation is small, three-dimensional effects due to side leakage 
of the plates could cause a noticeable increase in heat transfer rate. 

Shown in Fig. 2 is a plot of plate temperature versus dimension-
less plate spacing for different values of heat transfer rate. The 
solid curves shown here are curve fits of the data; and the dashed 
lines are asymptotes drawn tangent to the solid curves at large ?j. 
The results clearly illustrate the concept for optimum plate spac­
ing proposed in reference [1]. As the plate spacing increases, the 
plate temperature decreases, approaching a minimum value at 
large i). For the cases studied, the minimum is reached in the range 

400 < - G r P r < 800 (4) 

The results given here for air do not apply even qualitatively to 
liquid metals. In a recent paper, Colwell and Welty [5] presented 
experimental results of the effect of plate spacing on free convec­
tion heat transfer to mercury. Their experiments were performed 
with surfaces of constant wall heat flux. Holding the rate of heat 
transfer constant, they varied the plate spacing from nearly zero to 
one-half the plate height and found that the plate temperature de­
creases, reaches a minimum, and then increases, approaching an 
asymptotic value near b/L of %. Their results are opposite in trend 
to those presented by the authors; and more work is needed to ex­
plain the radical differences in behavior between the two fluids. 
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A Note on Howard's Model for 
Turbulent Natural Convection 

1. F. Davenport1 and C, Judson King2 

A model for turbulent natural convection based on the cyclic de­
struction and rebuilding of the boundary layer has been proposed 
by Howard [6].a A close look at more recent experimental data 
shows that the boundary layer is probably not destroyed as How­
ard postulated, but is stable with thermals growing upon it and 
producing the periodicity of the phenomenon. A modified model 
is proposed. 

In troduc t ion 
Natural convection in a fluid confined between two infinite hori­

zontal plates at high values of the Rayleigh number (>106) has 
been the subject of extensive theoretical and experimental investi­
gation. Experiment has shown turbulent natural convection to be a 
boundary-layer phenomenon involving the periodic generation of 
thermals. However, it was not until Howard [6] that the theoretical 
models allowed for the generation of thermals. His model postula­
ted that the density boundary layer grew by conduction until it be­
came unstable, whereupon a thermal was generated, immediately 
destroying the density boundary layer. The density boundary layer 
grew by conduction again and repeated the process in a cyclic 
manner. The generation and release of thermals was assumed to be 
swift compared with the time of growth of the boundary layer by 
conduction. Consequently, the mechanism was approximated by a 
succession of conduction periods wherein the boundary layer was 
built up from zero to some unstable thickness. Using the error-
function temperature profile for the conduction period (0, tp), 
Howard found the Nusselt number relation to be 

N = - = (i*-)i /3 U) 

where N is the Nusselt number [N = Ud/k], R is the Rayleigh 
number based upon plate spacing [R = (pg(lATd3/pa)}, Rj is the 
Rayleigh number based upon the penetration depth [Rj = 
(pg0ATS3/pa)}, U is the heat transfer coefficient (U = q/AT), d is 
the plate spacing, k is thermal conductivity, p is density, g is the 
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acceleration due to gravity, /3 is the coefficient of thermal expan­
sion, AT is the temperature difference between plates, & is the pen­
etration depth, defined as 6 = Virat^, p. is viscosity, a is thermal 
diffusivity, and q is heat flux. 

From experimental heat-flux and temperature-profile data, a 
value of Rs of order 1000 was found. Howard's preliminary calcula­
tions showed that motion was possible for positive Rayleigh num­
bers and that the growth rate of this motion should increase rapid­
ly for Rj of order 1000. This agreement between experimental data 
and preliminary theoretical calculations appeared to justify the 
concept of destroying and rebuilding the conduction boundary 
layer. 

Recent photographic data presented by Onat and Grigull [11] 
show clearly that thermals are generated from a point some dis­
tance away from the plate into the fluid, and that the layer imme­
diately adjacent to the plate surface remains undisturbed. Fur­
thermore, temperature profiles reported by Somerscales and 
Gazda [15] are more linear through the boundary layer than corre­
sponds to the time-averaged error-function profile predicted by 
Howard's model. These results point to a need for a modification 
of the model. 

A n a l y s i s 
There are two boundary layers, one at each boundary surface, 

with the temperature drop (AT/) across each assumed equal to half 
the total temperature difference (AT) between the surfaces. Each 
boundary layer has the same heat transfer coefficient (h), so that 
the overall heat transfer coefficient (U) across the fluid layer is 
given by 

The Rayleigh number for the boundary layer is based on the 
temperature drop across the boundary layer and the effective den­
sity boundary-layer depth (I), which is derived using the segment 
approximation to measure nonlinear profiles [1] i.e., 

where the T'(z) is the time-average temperature profile, where T' 
is defined as the difference between the actual temperature at z 
and the center-plane temperature, and z is the vertical length 
coordinate measured from one of the plates. Davenport and King 
[2] have found that values of Rj, the Rayleigh number based upon 
l[Ri = (pg(SATfls/pa)], for instability are relatively insensitive to 
changes in boundary conditions and shape of the temperature pro­
file. 

The experimental measurements of Somerscales and Gazda [15] 
have shown that the temperature profile is approximately linear 
within the boundary layer and therefore imply that heat transfer is 
essentially by conduction over most of the temperature drop across 
the boundary layer. Thus, / can be related to the heat-transfer 
coefficient by 

i = r (4) 

h 

Heat-transfer data are normally reported as 

N = ™ = K{Bgp*Tdi)i/3 = 1 /3 (5) 
k p.a 

The constant K can be expressed in terms of the Rayleigh number 
based upon the boundary-layer thickness (Ra;) and the tempera­
ture difference across one boundary layer (AT/) as follows 

k 2k 2/ 2L2R, J U ' ' 
(6) 

making use of the fact that R contains AT, while R; contains 
AT/(= AT/2). This expression differs from equation (1) in that 
Howard's <5 must equal 11 (compare equations (1) and (6)), and in 
that Howard's Rs is defined in terms of AT, the overall tempera-
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shows that the boundary layer is probably not destroyed as How­
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is proposed. 
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zontal plates at high values of the Rayleigh number (>106) has 
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gation. Experiment has shown turbulent natural convection to be a 
boundary-layer phenomenon involving the periodic generation of 
thermals. However, it was not until Howard [6] that the theoretical 
models allowed for the generation of thermals. His model postula­
ted that the density boundary layer grew by conduction until it be­
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destroying the density boundary layer. The density boundary layer 
grew by conduction again and repeated the process in a cyclic 
manner. The generation and release of thermals was assumed to be 
swift compared with the time of growth of the boundary layer by 
conduction. Consequently, the mechanism was approximated by a 
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sion, AT is the temperature difference between plates, & is the pen­
etration depth, defined as 6 = Virat^, p. is viscosity, a is thermal 
diffusivity, and q is heat flux. 

From experimental heat-flux and temperature-profile data, a 
value of Rs of order 1000 was found. Howard's preliminary calcula­
tions showed that motion was possible for positive Rayleigh num­
bers and that the growth rate of this motion should increase rapid­
ly for Rj of order 1000. This agreement between experimental data 
and preliminary theoretical calculations appeared to justify the 
concept of destroying and rebuilding the conduction boundary 
layer. 

Recent photographic data presented by Onat and Grigull [11] 
show clearly that thermals are generated from a point some dis­
tance away from the plate into the fluid, and that the layer imme­
diately adjacent to the plate surface remains undisturbed. Fur­
thermore, temperature profiles reported by Somerscales and 
Gazda [15] are more linear through the boundary layer than corre­
sponds to the time-averaged error-function profile predicted by 
Howard's model. These results point to a need for a modification 
of the model. 
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with the temperature drop (AT/) across each assumed equal to half 
the total temperature difference (AT) between the surfaces. Each 
boundary layer has the same heat transfer coefficient (h), so that 
the overall heat transfer coefficient (U) across the fluid layer is 
given by 

The Rayleigh number for the boundary layer is based on the 
temperature drop across the boundary layer and the effective den­
sity boundary-layer depth (I), which is derived using the segment 
approximation to measure nonlinear profiles [1] i.e., 

where the T'(z) is the time-average temperature profile, where T' 
is defined as the difference between the actual temperature at z 
and the center-plane temperature, and z is the vertical length 
coordinate measured from one of the plates. Davenport and King 
[2] have found that values of Rj, the Rayleigh number based upon 
l[Ri = (pg(SATfls/pa)], for instability are relatively insensitive to 
changes in boundary conditions and shape of the temperature pro­
file. 

The experimental measurements of Somerscales and Gazda [15] 
have shown that the temperature profile is approximately linear 
within the boundary layer and therefore imply that heat transfer is 
essentially by conduction over most of the temperature drop across 
the boundary layer. Thus, / can be related to the heat-transfer 
coefficient by 
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Heat-transfer data are normally reported as 
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The constant K can be expressed in terms of the Rayleigh number 
based upon the boundary-layer thickness (Ra;) and the tempera­
ture difference across one boundary layer (AT/) as follows 
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ture difference, even though S applies to a single boundary layer. 
R; in the present analysis is defined in terms of AT/ so as to con­
sider the stability properties of a single boundary layer. 

D i s c u s s i o n 

Values of R; have been derived from heat-transfer data through 
equation (6) for R greater than 10G and are given in Fig. 1 as a 
function of the Prandtl number. Another source of data was an 
electrochemical mass transfer study [4]; in that case the Schmidt 
number (replacing the Prandtl number) varied by an order of mag­
nitude. 

At high values of Prandtl or Schmidt number R( approaches an 
asymptote, which is independent of the Prandtl or Schmidt num­
ber. The value of this asymptote lies around 32, which is the solu­
tion from linear stability analysis [1] for the critical Rayleigh num­
ber at which an infinitesimal disturbance will first become unsta­
ble for a fluid with infinite Prandtl number, i.e., marginal instabili­
ty. Numerical calculations [3] indicate that the growth rate for 
convection will be small under these conditions if the convection 
must develop from disturbances which have very small amplitudes 
and wave numbers in the range of those observed in the generation 
of the thermals. Recent experiments have confirmed the slow-
growth limitation indicated by Foster's calculation [2]. Convection 
initiation- from time-dependent density profiles in stationary 
quiescent pools is not observed for high-Prandtl number fluids 
until R; is of order 103, which corresponds to the rapid increase in 
numerically calculated growth rates. Most of that seeming stability 
in terms of Ra/ is accounted for by very slow amplification of the 
disturbance due to very low growth rates in the range of R; below 
1000. 

The steady-state, well-developed-convection situation differs 
from the situation of convection initiation from quiescent pools in 
one important respect. Residual motion and disturbed tempera­
ture fields on the scale of the thermal motion are present in the 
steady-state convection case as a result of the continual generation 
and departure of thermals from the fluid side of the boundary 
layer. Consequently, the degree of excess instability required to 
produce this level of motion in quiescent-pool convection initiation 
is not necessary for steady-state convection. The growth rates for 
the generation of thermals during steady-state convection at low 
values of R; would be difficult to formulate mathematically, but 
from the results shown in Fig. 1 at high Prandtl (Schmidt) number 
it is evident that there is enough driving force available, even for 
conditions just above marginal instability. The critical Rayleigh 
number for the finite-amplitude disturbances present in the 
steady state is probably, in fact, slightly lower than the value of 32 
calculated from linear stability analysis [8]. Robinson [12] has 
shown by order-of-magnitude analysis that growth rates are too 
slow at Ra; = 32 to allow for the assumptions underlying Currie's 
analysis to be valid for instability developing from the quiescent 

state, but this objection is removed if the instability may develop 
from residual large-scale motions. 

The increase in R/ with decreasing Prandtl number in Fig. 1 in­
dicates that growth rates become important in well-developed tur­
bulent convection at low values of the Prandtl number, even 
though they were not important for the high-Prandtl-number 
fluids. The linearized equations of motion [1] show that the influ­
ence of the Prandtl number should be observed only when time be­
comes an important variable. A similar stabilizing trend as the 
Prandtl number is decreased has been observed in studies of con­
vection initiation from time-dependent profiles [2]. 

Although the data in Fig. 1 were derived from finite-fluid-depth 
experiments, the results of Spangenberg and Rowland [16] show 
that Ra; is equal to 102 for well-developed turbulent convection 
caused by evaporation from a semi-infinite pool of water (Prandtl 
number = 5). This agrees well with Fig. 1. Furthermore, Spangen­
berg and Rowland [16] found that Ra; for the onset of convection 
from the quiescent state in the same experiment was 1200. Com­
parison of that result with Ra/ = 102 for well-developed convection 
also bears out the hypothesis that the slow-growth limitation is al­
leviated for the case of well-developed turbulent convection. 

The natural-convection mechanism can now be modeled in a 
way similar to that proposed by Kraichnan [7]. Close to the surface 
there is a conduction boundary layer supporting most of the tem­
perature drop. The size of the conduction boundary layer can be 
explained quantitatively in terms of marginal stability analysis for 
high Prandtl numbers, and can be explained qualitatively in terms 
of growth-limited instability at lower Prandtl numbers. The rate of 
heat transfer is related quantitatively to the size of the conduction 
boundary layer. Further into the fluid there is a region where ther­
mals are generated and carry heat into the bulk fluid, the produc­
tion of each thermal resulting from the residual effects of the ther­
mal departing before it. Schlieren photographs [11] reporting the 
development of thermals clearly show the demarcation between 
the conduction boundary layer and the thermal-generation region. 

While the evidence supports the postulate that the boundary 
layer remains intact and is the major resistance for heat transfer, 
the analysis does not elucidate the mechanism by which thermals 
grow and detach from the fluid edge of the boundary layer. How­
ever, the relationship between the period for the generation of 
thermals and the conduction boundary layer thickness can be ap­
proximated from a heat balance around the thermal-generation re­
gion. The thermal-generation process can be modeled as a given 
packet (V) of bulk liquid at bulk fluid temperature (Tb), being 
convected toward and along the conduction layer so that the pack­
et of fluid heats up to a given temperature (T\), before rising and 
dissipating its heat into the bulk. Further assume that the area for 
heat transfer between the conduction layer and the packet of fluid 
is At, and that the volume of the packet (V) is nlAt, where n is the 
thickness of the packet divided by the thickness of the boundary 
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layer. The contact time for the packet of fluid is tp, the period be­
tween thermal releases. Thus, from an enthalpy balance 

tpj*TfAt = (nlAt)pCl>(Ti - T„) (7) 

o r 

R, = R , ( ^ = r V v / 2 (8) 

where Rp is the dimensionless period defined as R; with (atp)
1/2 

substituted for l[Rp = {pg(lATfamtp
3/2/ii)]. 

Sparrow, et al. [17] in a study of the rate of generation of ther­
mals in deep-pool turbulent convection in water (Prandtl number 
= 5) observed Rp to be approximately 80. From Fig. 1, R/ at 
Prandtl number = 5 is in the range 80-150. Maximum temperature 
fluctuations in the thermals have been measured to be about 18 
percent of AT1/; therefore a reasonable value of ATf/Ti — T(, might 
be in the range of 5-10. Consequently, from equation (8), n would 
be in the same range. The ratio of the height to width of the ther­
mals is related to n, since n is the ratio of the height of the thermal 
to I. A high value of n, as in the range 5-10, corresponds to a slen­
der shape for the eventual thermal, which is what is normally ob­
served [11, 17]. When n is restricted by the depth of the fluid, or 
plate spacing, the action of the thermal and its heat removal ca­
pacity will likewise be influenced by the fluid depth. This could ac­
count for the observation that the exponent of R in equation (6) is 
often reported as less than %, even though the convection is turbu­
lent. 

C o n c l u s i o n 
This analysis supports the view that thermals in well-developed 

turbulent convection for R > 106 between parallel plates are gener­
ated from the fluid-edge of a conduction boundary layer. The 
boundary layer remains intact, rather than being destroyed and 
forming again between releases of thermals. The rate of heat trans­
fer at high Prandtl numbers corresponds to a boundary-layer 
thickness governed by criteria of marginal stability, rather than 
criteria of growth-limited instability from the quiescent state, as 
was postulated in the original model of Howard [6]. At lower 
Prandtl numbers the instability growth rate becomes important, 
but still does not enter to the same extent as for instability devel­
oping from the quiescent state. 
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This work was performed in the Lawrence Berkeley Laboratory 

under the auspices of the U. S. Atomic Energy Commission. 

R e f e r e n c e s 
1 Currie, I. G., Journal of Fluid Mechanics, Vol. 29,1967, p. 337. 
2 Davenport, I. F., and King, C. J., International Journal of Heat and 

Mass Transfer, Vol. 17,1974, p. 69. 
3 Foster, T. D., Phys. Fluids, Vol. 11,1968, p. 1257. 
4 Fenech, E. J., and Tobias, C. W., Electrochim. Acta, Vol. 2, 1960, p. 

311. 
5 Globe, S., and Dropkin, D., JOURNAL OF HEAT TRANSFER, 

TRANS. ASME, Series C, Vol. 81, 1959, p. 24. 
6 Howard, L. N., Proceedings Eleventh International Congress of Ap­

plied Mechanics, Springer, Berlin, 1966, pp. 1109-1115. 
7 Kraiehnan, R. H., Phys. Fluids, Vol. 5,1962, p. 1374. 
8 Krishnamurti, R., Journal of Fluid Mechanics, Vol. 33,1968, pp. 445, 

457. 
9 Malkus, W. V. R„ Proceedings Royal Society, Vol. A225, 1954, p. 

196. 
10 Mull, W., and Reihler, H., Beitr Z. Gesandheitstech-Ing., Vol. 1, 

1930, p. 28. 
11 Onat, K., and Grigull, V., Warme und Stoffiibertragung, Vol. 3,1970, 

p. 103. 
12 Robinson, J., Journal of Fluid Mechanics, Vol. 29,1967, p. 461. 
13 Rossby, H. T., PhD thesis, M.I.T., Cambridge, Mass., 1966. 
14 Silveston, P. L., Forsch. Ing. Wes., Vol. 24,1958, pp. 29, 59. 
15 Somerscales, E. F. C, and Gazda, I. W., International Journal of 

Heat and Mass Transfer, Vol. 12, 1969, p. 1491. 
16 Spangenberg, W. G., and Rowland, W. R., Phys. Fluids, Vol. 4, 

1961, p. 743. 
17 Sparrow, E. M., Husar, R. G., and Goldstein, R. J., Journal of Fluid 

Mechanics, Vol. 41, 1970, p. 793. 

A General Slab Band 
Absorptance for Infrared 
Radiating Gases 

C. C. Lin1 and S. H. Chan2 

Nomenclature 

A = dimensionless total band absorptance 
As = dimensionless slab band absorptance 
Pe = effective pressure 

t = pressure broadening parameter 
u = optical pathlength 

X = mass pathlength [g cm _ 1] 
a = integrated band intensity [cm g_ 1] 
IS = line width parameter 
w = band width [cm_1] 

The problems of radiative transfer through infrared-radiating 
gases are greatly simplified by the development and utilization of 
the total band absorptance. Employing an exponential wide band 
model in conjunction with the narrow band statistical model, Ed­
wards and his co-workers [1, 2]3 obtained analytical expressions for 
the total band absorptance. Since then numerous expressions have 
been proposed [3-7] and the implementation of the total band ab­
sorptance in infrared radiative analysis has become a common 
practice [8-11]. 

While the total band absorptance can be used to eliminate one 
of the integrations, namely, the spectral integration, in the equa­
tion of the radiative transfer, recent attempts [12, 13] have been 
made to eliminate the angular integration as well. In particular, 
the so-called slab band absorptance is found extremely suitable for 
the plane parallel system [13, 15], because both the spectral and 
angular integrations can indeed be avoided by using it. The dimen­
sionless slab band absorptance is defined by [13] 

As(u) = j\,iA{tt/ii)d,i (1) 

where A is the dimensionless total band absorptance and n = cosS 
with 0 being the polar angle of a ray with respect to the normal of 
the plane. 

Besides reference [13], Nelson [14] has obtained some analytical 
expressions for the slab band absorptances based on some forms of 
the total band absorptance. However, the applicability of the ex­
pressions given in [13, 14] is restricted to high pressure or large 
pathlength limit where the rotational line structures can be ig­
nored. The purpose of this note is to present two general expres­
sions of the slab band absorptance valid for all optical conditions. 
They are based on two complete forms of the frequently men­
tioned and widely employed total band absorptance correlations. 
One is the correlation proposed by Edwards and his co-workers [1, 
2] as shown in Table 1 and the other is the Tien-Lowder continu­
ous correlation [3] given by equation (2). 

A(u) = In {«/[(« + 2)/{u + 2/)] + 1} (2) 

whe re 
u = (a/oS)X 
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layer. The contact time for the packet of fluid is tp, the period be­
tween thermal releases. Thus, from an enthalpy balance 

tpj*TfAt = (nlAt)pCl>(Ti - T„) (7) 

o r 
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where Rp is the dimensionless period defined as R; with (atp)
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substituted for l[Rp = {pg(lATfamtp
3/2/ii)]. 

Sparrow, et al. [17] in a study of the rate of generation of ther­
mals in deep-pool turbulent convection in water (Prandtl number 
= 5) observed Rp to be approximately 80. From Fig. 1, R/ at 
Prandtl number = 5 is in the range 80-150. Maximum temperature 
fluctuations in the thermals have been measured to be about 18 
percent of AT1/; therefore a reasonable value of ATf/Ti — T(, might 
be in the range of 5-10. Consequently, from equation (8), n would 
be in the same range. The ratio of the height to width of the ther­
mals is related to n, since n is the ratio of the height of the thermal 
to I. A high value of n, as in the range 5-10, corresponds to a slen­
der shape for the eventual thermal, which is what is normally ob­
served [11, 17]. When n is restricted by the depth of the fluid, or 
plate spacing, the action of the thermal and its heat removal ca­
pacity will likewise be influenced by the fluid depth. This could ac­
count for the observation that the exponent of R in equation (6) is 
often reported as less than %, even though the convection is turbu­
lent. 

C o n c l u s i o n 
This analysis supports the view that thermals in well-developed 

turbulent convection for R > 106 between parallel plates are gener­
ated from the fluid-edge of a conduction boundary layer. The 
boundary layer remains intact, rather than being destroyed and 
forming again between releases of thermals. The rate of heat trans­
fer at high Prandtl numbers corresponds to a boundary-layer 
thickness governed by criteria of marginal stability, rather than 
criteria of growth-limited instability from the quiescent state, as 
was postulated in the original model of Howard [6]. At lower 
Prandtl numbers the instability growth rate becomes important, 
but still does not enter to the same extent as for instability devel­
oping from the quiescent state. 
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As = dimensionless slab band absorptance 
Pe = effective pressure 

t = pressure broadening parameter 
u = optical pathlength 

X = mass pathlength [g cm _ 1] 
a = integrated band intensity [cm g_ 1] 
IS = line width parameter 
w = band width [cm_1] 

The problems of radiative transfer through infrared-radiating 
gases are greatly simplified by the development and utilization of 
the total band absorptance. Employing an exponential wide band 
model in conjunction with the narrow band statistical model, Ed­
wards and his co-workers [1, 2]3 obtained analytical expressions for 
the total band absorptance. Since then numerous expressions have 
been proposed [3-7] and the implementation of the total band ab­
sorptance in infrared radiative analysis has become a common 
practice [8-11]. 

While the total band absorptance can be used to eliminate one 
of the integrations, namely, the spectral integration, in the equa­
tion of the radiative transfer, recent attempts [12, 13] have been 
made to eliminate the angular integration as well. In particular, 
the so-called slab band absorptance is found extremely suitable for 
the plane parallel system [13, 15], because both the spectral and 
angular integrations can indeed be avoided by using it. The dimen­
sionless slab band absorptance is defined by [13] 

As(u) = j\,iA{tt/ii)d,i (1) 

where A is the dimensionless total band absorptance and n = cosS 
with 0 being the polar angle of a ray with respect to the normal of 
the plane. 

Besides reference [13], Nelson [14] has obtained some analytical 
expressions for the slab band absorptances based on some forms of 
the total band absorptance. However, the applicability of the ex­
pressions given in [13, 14] is restricted to high pressure or large 
pathlength limit where the rotational line structures can be ig­
nored. The purpose of this note is to present two general expres­
sions of the slab band absorptance valid for all optical conditions. 
They are based on two complete forms of the frequently men­
tioned and widely employed total band absorptance correlations. 
One is the correlation proposed by Edwards and his co-workers [1, 
2] as shown in Table 1 and the other is the Tien-Lowder continu­
ous correlation [3] given by equation (2). 
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Table 1 T o t a l b a n d a b s o r p t a n c e by Edwards 
a n d co -workers [2] tan-
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/ = 2.94 [ 1 - e x p ( - 2 . 6 0 t)] 

Value of a, 13, and a) are determined from experimental data and 
tabulated for many gases [16, 17], 

Although the validity of the Tien-Lowder correlation is ques­
tionable for small t values [18], the agreement with theoretical cal­
culations [7, 18] is quite good for values of t of order 0.01 and 
greater [7]. It is noted that Tien and his co-worker [7] proposed an­
other correlation which is supposedly more correct within the 
framework of the exponential band model approximation [1]. 
However, the correlation is not yet as useful because the corre­
sponding parameters a, 0, and u> have not been correlated or pre­
sented. If those parameters from reference [16] or [17] are adopted, 
it does not correlate experimental data as well as equation (2) or 
Table 1. 

Performing integration by parts, equation (1) becomes 

tan-> £±J1±V)« q > o 

where 
4 / 2 - 4 / ~ 1 

C=\q 1/2 

Values of A„(u) are plotted in Pig. 1 for t = 0.01, 0.1, 1, and •». 
The maximum difference between the two expressions of the slab 
band absorptance is less than 5 percent. It is seen that the general 
feature of the slab band absorptance is very much like that of the 
total band absorptance. For example, As is a monotonically in­
creasing function of u and is strongly influenced by the pressure 
broadening parameter t. For the special case of t = °°, it reduces to 
the high pressure limit which was investigated previously [13, 14]. 
Because the total band absorptances used in the present formula­
tion is also valid for other pressure and optical length, the slab 
band absorptance so obtained is applicable to other optical condi­
tions as well. 

R e f e r e n c e s 

1 Edwards, D. K., and Menard, W. A., "Comparison of Models for Cor­
relation of Total Band Absorptance," Appl. Opt., Vol. 3, 1964, p. 621. 

2 Edwards, D. K., Glassen, L. K., Hauser, W. C, and Tuchacher, J. S., 
"Radiation Heat Transfer in Nonisothermal Nongray Gases," JOURNAL 
OF HEAT TRANSFER TRANS. ASME, Series C, Vol. 89,1967, p 219. 

3 Tien, C. L., and Lowder, J. E., "A Correlation for the Total Band Ab­
sorptance of Radiating Gases," International Journal of Heat and Mass 
Transfer, Vol. 9,1966, p. 698. 

4 Tien, C. L., and Ling, G. R., "On a Simple Correlation for Total Band 
Absorptance of Radiating Gases," International Journal of Heat and Mass 
Transfer, Vol. 12,1969, p. 1179. 

5 Morizumi, S. J., PhD Dissertation, University of California, Los An­
geles, 1970. 

6 Cess, R. D., "A Radiative Transfer Model for Planetary Atmo­
sphere," J. Quant. Spectrosc. Radiat. Transfer, Vol. 11, 1971, p. 1699. 

7 Felske, J. D., and Tien, C. L., "A Theoretical Closed Form Expres­
sion for the Total Band Absorptance of Infrared-Radiating Gases," Interna­
tional Journal of Heat and Mass Transfer, Vol. 17, 1974, p. 155. 

8 Cess, R. D., and Tiwari, S. N., "Infrared Radiative Energy Transfer 
in Gases," Advances in Heat Transfer, Academic Press, New York, Vol. 3, 
1972. 

9 Novotny, J. L., "Radiation Interaction in Nongray Boundary Layer," 
International Journal of Heat and Mass Transfer, Vol. 11, 1968, p. 1823. 

10 Novotny, J. L., and Kelleher, M. D., "Conduction in Nongray Radiat­
ing Gases," International Journal of Heat and Mass Transfer, Vol. 12, 
1969, p. 365. 

11 Nelson, D. A., and Edwards, D. K., "Radiative Decay Times for Ther­
mal Perturbations in a Nongray Medium," J. Quant. Spectrosc. Radiat. 
Transfer, Vol. 13, 1973, p. 747. 

where 

and 

As(u) = A(u) + (u/2)As'(u) (3) 

As'(u) = dAs(a)/du = / 2A'{u/n)dii (4) 

A'(v) = dA(v)/dv. 

It remains to evaluate the term A/ which is a simpler task than to 
evaluate As itself. By taking the first derivative of the total band 
absorptance given either in Table 1 or equation (2) and substitut­
ing the result into equation (4) for integration, the analytical ex­
pression of As' can be readily obtained. It is presented in Table 2 
for using Edwards piecewise correlation and in equation (5) for 
Tien-Lowder continuous correlation. 
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Estimating the Effective 
Emissivity of Nonisothermal, 
Diathermanous Coatings 

E. E. Anderson1 

N o m e n c l a t u r e 
UJ = coefficients in power series expansion of the local intensity 
Fi = nonisothermal effective emissivity correction factor, see 

equation (7) 
/ = intensity of radiation 
lb = black body intensity of radiation 
L = coating thickness 
T = temperature 
u = direction cosine 
p = internal reflectivity 
T = optical depth, Soxndx 
TO = optical thickness, fn^ndx 

1 = subscript referencing the substrate-coating interface 
2 = subscript referencing the coating-surrounding interface 
X = subscript referring to a spectral quantity 
* = superscript referring to a normalized quantity, see equations 

(1) and (6) 

In troduc t ion 
Whenever a diathermanous coating is applied to a substrate for 

protection and/or thermal control, the emissivity of the surface is 
altered. If the coating is semitransparent to thermal radiation, the 
radiant energy emerging from the substrate-coating combination is 
determined in part by the absorption, emission, and scattering 
processes occurring within the coating. The temperature distribu­
tion in the coating is then an important consideration in calculat­
ing the effective emissivity of the coating-substrate combination. 
Although the coating emissivity may be predicted by applying the 
principles of coupled conduction-radiation heat transfer, the solu­
tion of the governing integro-differential equations is quite lengthy 
and tedious. A simplified, approximate method for calculating the 
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effective emissivity is developed and its application to gray coat­
ings illustrated in this technical brief. 

The emissivity of diathermanous coatings has been the subject 
of several investigations. Francis and Love [l]2 reported the de­
pendence of the effective directional and hemispherical emissivity 
upon the coating refractive index and optical thickness, and sub­
strate optical properties for a gray, nonscattering, isothermal coat­
ing-metallic substrate combination. Because of the heat transfer 
through the coating, the isothermal assumption is not realistic. 
Similar results for nonisothermal coatings were reported by Chupp 
and Viskanta [2] who employed exact conduction-radiation trans­
fer theory in their analysis. They also found that an accurate esti­
mate of the emissivity for conduction predominant and optically 
thick conditions was obtained by assuming a linear temperature 
distribution within the coating. Similar studies [3, 4, 5] have also 
been done for coatings which scatter as well as absorb and emit ra­
diant energy. 

In all of these investigations, the coating emissivity was deter­
mined for a given heating situation which establishes the tempera­
ture and blackbody emissive power distribution within the coating. 
This paper eliminates the coupling between the heat transfer 
problem and calculation of the coating emissivity by presuming 
that the local emissive power within the coating is given by, or may 
be approximated by a power series. Rigorous radiative transfer 
theory is then employed to develop an expression for the effective 
emissivity in terms of the coating and its interface radiative char­
acteristics, and the coefficients of the emissive power expansion. 
The emissivity of the coating is thereby readily calculated for a va­
riety of heating conditions by simply adjusting the series expan­
sion to fit the results of a heat transfer analysis or experimental 
temperature measurements. 

Analys i s 
The physical model consists of an absorbing-emitting dielectric 

coating on an opaque substrate whose radius of curvature is large 
in comparison to the coating thickness. The coating is assumed to 
be several wavelengths thick so that geometric optics may be em­
ployed. Optical properties of the coating, substrate, and surround­
ing media are considered to be functions of the radiation wave­
length. For the purpose of illustration, the coating interfaces are 
taken to be optically smooth. The internal reflection from the in­
terfaces is then specular and may be calculated from Fresnel's 
equations. Extension to other forms of substrate directional reflec­
tion follows the analysis which follows. 

In a general heat transfer situation, a one-dimensional tempera­
ture distribution is established across the coating. The local emit­
ted intensity of radiation is coupled to this temperature field 
through either the Planck (nongray coating) or Stefan-Boltzman 
(gray coating) radiation functions. Within an arbitrary degree of 
accuracy, the local blackbody intensity can be expressed as a 
power series 

, * hxlT(x)} 

= «0 + « 1 ~ + «2(f )2 + . . . + «„(-fMn (1) 
' OX ' O X ' OX 

where Tr is a normalizing reference temperature. This result is a 
generalization of the linearized intensity method employed by 
Poltz [6]. By the appropriate selection of the number of terms and 
coefficients, most heat transfer problems can be accurately ap­
proximated in this manner. Under the proper conditions, this ex­
pansion is exact as, for example, when the coating is gray and the 
temperature distribution is a polynominal in the spatial coordi­
nate. 

When equation (1) is substituted into the equation of radiative 
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Estimating the Effective 
Emissivity of Nonisothermal, 
Diathermanous Coatings 

E. E. Anderson1 

N o m e n c l a t u r e 
UJ = coefficients in power series expansion of the local intensity 
Fi = nonisothermal effective emissivity correction factor, see 

equation (7) 
/ = intensity of radiation 
lb = black body intensity of radiation 
L = coating thickness 
T = temperature 
u = direction cosine 
p = internal reflectivity 
T = optical depth, Soxndx 
TO = optical thickness, fn^ndx 

1 = subscript referencing the substrate-coating interface 
2 = subscript referencing the coating-surrounding interface 
X = subscript referring to a spectral quantity 
* = superscript referring to a normalized quantity, see equations 

(1) and (6) 

In troduc t ion 
Whenever a diathermanous coating is applied to a substrate for 

protection and/or thermal control, the emissivity of the surface is 
altered. If the coating is semitransparent to thermal radiation, the 
radiant energy emerging from the substrate-coating combination is 
determined in part by the absorption, emission, and scattering 
processes occurring within the coating. The temperature distribu­
tion in the coating is then an important consideration in calculat­
ing the effective emissivity of the coating-substrate combination. 
Although the coating emissivity may be predicted by applying the 
principles of coupled conduction-radiation heat transfer, the solu­
tion of the governing integro-differential equations is quite lengthy 
and tedious. A simplified, approximate method for calculating the 
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effective emissivity is developed and its application to gray coat­
ings illustrated in this technical brief. 

The emissivity of diathermanous coatings has been the subject 
of several investigations. Francis and Love [l]2 reported the de­
pendence of the effective directional and hemispherical emissivity 
upon the coating refractive index and optical thickness, and sub­
strate optical properties for a gray, nonscattering, isothermal coat­
ing-metallic substrate combination. Because of the heat transfer 
through the coating, the isothermal assumption is not realistic. 
Similar results for nonisothermal coatings were reported by Chupp 
and Viskanta [2] who employed exact conduction-radiation trans­
fer theory in their analysis. They also found that an accurate esti­
mate of the emissivity for conduction predominant and optically 
thick conditions was obtained by assuming a linear temperature 
distribution within the coating. Similar studies [3, 4, 5] have also 
been done for coatings which scatter as well as absorb and emit ra­
diant energy. 

In all of these investigations, the coating emissivity was deter­
mined for a given heating situation which establishes the tempera­
ture and blackbody emissive power distribution within the coating. 
This paper eliminates the coupling between the heat transfer 
problem and calculation of the coating emissivity by presuming 
that the local emissive power within the coating is given by, or may 
be approximated by a power series. Rigorous radiative transfer 
theory is then employed to develop an expression for the effective 
emissivity in terms of the coating and its interface radiative char­
acteristics, and the coefficients of the emissive power expansion. 
The emissivity of the coating is thereby readily calculated for a va­
riety of heating conditions by simply adjusting the series expan­
sion to fit the results of a heat transfer analysis or experimental 
temperature measurements. 

Analys i s 
The physical model consists of an absorbing-emitting dielectric 

coating on an opaque substrate whose radius of curvature is large 
in comparison to the coating thickness. The coating is assumed to 
be several wavelengths thick so that geometric optics may be em­
ployed. Optical properties of the coating, substrate, and surround­
ing media are considered to be functions of the radiation wave­
length. For the purpose of illustration, the coating interfaces are 
taken to be optically smooth. The internal reflection from the in­
terfaces is then specular and may be calculated from Fresnel's 
equations. Extension to other forms of substrate directional reflec­
tion follows the analysis which follows. 

In a general heat transfer situation, a one-dimensional tempera­
ture distribution is established across the coating. The local emit­
ted intensity of radiation is coupled to this temperature field 
through either the Planck (nongray coating) or Stefan-Boltzman 
(gray coating) radiation functions. Within an arbitrary degree of 
accuracy, the local blackbody intensity can be expressed as a 
power series 

, * hxlT(x)} 

= «0 + « 1 ~ + «2(f )2 + . . . + «„(-fMn (1) 
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where Tr is a normalizing reference temperature. This result is a 
generalization of the linearized intensity method employed by 
Poltz [6]. By the appropriate selection of the number of terms and 
coefficients, most heat transfer problems can be accurately ap­
proximated in this manner. Under the proper conditions, this ex­
pansion is exact as, for example, when the coating is gray and the 
temperature distribution is a polynominal in the spatial coordi­
nate. 

When equation (1) is substituted into the equation of radiative 
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transfer (see equations (34) and (35) of reference [7]) and the spa­
tial integrations performed, the intensity of radiation incident 
upon the transparent interface of the coating and surroundings I\* 
(TO\,H) may be determined. The effective spectral, directional em­
issivity of the coating, 

ex(M) = [1 - P 2 X(/-0 | /X*(T O X , P-)/nx
2l*bx(Tr) (2) 

is then give by 

^xil1) = exrO1)!1 + S, | l - e x p ( - T 0 ) l / | i ) | + pnS2 exp(-T o x /u . ) 

+ S3 + PnSi e x p ( - 2 T 0 x / t i ) j (3) 

w h e r e 

S,= Eiat/a^iK-TuJv-)-' (4a) 

S2 = E («,./«„)/!(T„X/,;.)-•' (4b) 

S3 = £ £ («>„)(./!//! )(-TJH)J-' (4c) 

U_ 2 

Fig. 2 The nonisothermal effective emissivity correction factor for a gray 
coating on a specularly reflecting substrate based on the linear tempera­
ture model 

and 

s4 = S S («,/«„)( j \n D(T{)X/!iy-> (4d) 

In equation (3), CXT(M) is the directional emissivity of the coating 
under isothermal conditions [1] 

eXT(ii) = [l - p 2 x ( | i ) ] [ l - p u ( n ) exp ( -2T 0 x / u . ) | / 

U -Pix(lJ)P2x(lJ) e x p ( - 2 T „ x / / i ) | (5) 

Those terms within the braces of equation (3) form a factor 
which corrects the isothermal coating emissivity for nonisothermal. 
conditions. This factor depends upon the coating-substrate reflec­
tivity pu, the optical pathlength through the coating TOX/M and the 
temperature distribution. The influence of the temperature distri­
bution within the coating is embodied in the series Si, S2, S3, and 
S4 which may be evaluated from the series expansion of the local 
blackbody intensity. 

Gray Coat ings 
In order to demonstrate the application of equation (3), results 

for a gray coating are developed for two different types of heating. 
For a gray coating, the series expansion can be written for the total 
rather than the spectral intensity. The local intensity is then relat­
ed to the temperature by the Stefan-Boltzmann radiation func­
tion. 

As a first illustration, the heating of the coating is considered to 
be such that the local temperature is proportional to the fourth 
root of the spatial coordinate. Local intensities are then a linear 

function of T and the series expansion for the intensity is 

lb* = (T/T.f = 1 + (T , • D ( T / T 0 ) (6) 

When the coefficients of this expansion are substituted into equa­
tions (3) and (4) the nonisothermal correction factor is 

F, = e/eT= 1 + (T2*4 - l){l - p, e x p ( - 2 T 0 / j i ) 

- [ 1 - e x p ( - T 0 / V ) l [ l ~Pi e x p t - V f - O K V / i ) - 1 } (7) 

In the optically thick limit (TO//J—•»), Ft = T2* whereas in the op­
tically thin limit (TO/JU—O), Ft = l. 

The nonisothermal effective emissivity correction factor is 
shown in Fig. 1 for two substrated reflectivities as a function of the 
optical pathlength and coating-surrounding medium to coating-
substrate temperature ratio. Nonisothermal effects are significant 
once the optical pathlength exceeds 0.01-0.1. When the optical 
pathlength is greater than 50-100, the emissivity is determined by 
the coating material and becomes independent of the substrate 
radiative properties. 

Heating such that a linear temperature distribution, T* = (Ti* 
— 1)T/TO + 1, is established across the coating serves as the second 
illustration. The series expansion for the intensity is then 

Ib* = T*1 = 1 + 4(T 2* - 1 ) ( T / T „ ) + 6(T2* - l ) 2 ( r /T 0 ) 2 

+ 4(7'2* - 1 ) 3 ( T / T 0 ) 3 + (T2* - 1 ) 4 ( T / T 0 ) 4 (8) 

which gives the nonisothermal correction 

1 + 4 ( A r * ) ( Z T - e V 1 ) + 6(AT*)Hb~ -2b*a'1 + 2 c V 2 ) F, 

+ 4(AT*)3(fc- - 3 6 V 1 + 66'fl" 6c"«" 

+ (AT*)4(ft- - 4 6 V 12/r«"2 - 2 4 & V 24c V (9) 

Fig. 1 The nonisothermal effective emissivity convection factor for a gray 
coating on a specularly reflecting base on the linear Intensity model 

where AT* = T2* ~- 1, a = r0/p, b± = 1 ± pi exp(-2a) , and c* = [1 
± pi exp(-a)] [1 - exp(-a) ] . This result is identical to the linear 
temperature approximation of Chupp and Viskanta [2]. The opti­
cally thick and thin limits are the same as those of the linear inten­
sity example. Correcting factors for this example are shown in Fig. 
2. Again it is apparent that nonisothermal effects are appreciable 
and the reflectivity of the substrate is only significant at interme­
diate optical thicknesses. 

These two models are compared for moderate temperature dif­
ferences across the coating and a black substrate in Fig. 3. These 
results indicate that the simpler linear intensity model is quite ac­
curate over a wide range of optical thickness and coating-sur­
rounding interface temperatures. 

C o n c l u d i n g R e m a r k s 
By approximating the local blackbody intensity within a dielec­

tric coating with a power series, the influence of the coating on the 
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Linear Intensity Model 
Linear Temperature Mode! -, 

Fig. 3 Comparison of the linear Intensity and temperature models of the 
nonlsothermal effective emisslvlty correction factor for a gray coating and 
black substrate. 

effective emissivity may be readily investigated. Even simple ap­
proaches such as the linear intensity model give results which are 
more accurate than the isothermal model. The linear intensity 
model is also in good agreement with more sophisticated models. 

Since this approach is quite versatile in that it can accurately treat 
several forms of heating and reflection as well as gray or nongray 
coatings, and is easy to use; the nonisothermal effects on the emis­
sivity of the coating may be readily estimated for a variety of heat 
transfer conditions. 
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Heat Transfer in the Laminar 
Boundary Layer Over an 
Impulsively Started Flat Plate1 

C. B. Watkins2 

Numerical solutions are described for the unsteady thermal 
boundary layer in incompressible laminar flow over a semi-infinite 
flat plate set impulsively into motion, with the simultaneous 
imposition of a constant temperature difference between the plate 
and the fluid. Results are presented for several Prandtl numbers. 

•n = y/Vx = similarity variable 
T-T„ 

0 = Tf,—_ JT = nondimensional temperature 

T = x/t = similarity variable 

Subscripts 

w = conditions at surface of plate 
°° = conditions in free stream 

Superscripts 

'(prime) = dimensional quantity 

Nomenclature 

Nx = 
hxx' 

•• Nusselt number 

p r ='£*£ = Prandtl number 
k 

R r = : = local Reynolds number 
v 

t = .—j— = nondimensional time 

u = yj~ = nondimensional velocity in surface direction 

70' L\1/2 
u = ( °° j v'/U*, = nondimensional normal velocity 

x = X'/L = nondimensional coordinate along surface of plate 

y = (——J y'/L = nondimensional coordinate normal to 

plate 
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Introduction 

The problem considered is that of heat transfer in the unsteady 
thermal boundary layer associated with the laminar momentum 
boundary layer, resulting from the flow of an incompressible fluid 
past a semi-infinite flat plate, set impulsively into motion at time t 
= 0 with a constant velocity. The plate and the fluid are initially at 
the same temperature. The thermal boundary layer is produced by 
the simultaneous sudden imposition of a constant temperature dif­
ference between the plate and the fluid \TW — T„\ > 0 at t = 0. 
Constant boundary layer properties are assumed and viscous dissi­
pation effects are neglected. 

This problem has wide application and is related to the flow 
created by the passage of a shock wave over a surface. 

The development of the momentum and thermal boundary layer 
flow in time is characterized by the existence of three distinct re­
gions [l].3 Initially, for T = t/x < 1, the flow is independent of the 
effects of the leading edge and corresponds to the flow described 
by Rayleigh [2] for an infinite plate. Ultimately, as r —• <= the flow 
is given by the familiar Blasius boundary layer. The present prob­
lem is concerned with the description of the flow in the intermedi­
ate or transitional region in which the boundary layer develops 
from the initial to the ultimate state. 
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Fig. 3 Comparison of the linear Intensity and temperature models of the 
nonlsothermal effective emisslvlty correction factor for a gray coating and 
black substrate. 

effective emissivity may be readily investigated. Even simple ap­
proaches such as the linear intensity model give results which are 
more accurate than the isothermal model. The linear intensity 
model is also in good agreement with more sophisticated models. 

Since this approach is quite versatile in that it can accurately treat 
several forms of heating and reflection as well as gray or nongray 
coatings, and is easy to use; the nonisothermal effects on the emis­
sivity of the coating may be readily estimated for a variety of heat 
transfer conditions. 
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The problem considered is that of heat transfer in the unsteady 
thermal boundary layer associated with the laminar momentum 
boundary layer, resulting from the flow of an incompressible fluid 
past a semi-infinite flat plate, set impulsively into motion at time t 
= 0 with a constant velocity. The plate and the fluid are initially at 
the same temperature. The thermal boundary layer is produced by 
the simultaneous sudden imposition of a constant temperature dif­
ference between the plate and the fluid \TW — T„\ > 0 at t = 0. 
Constant boundary layer properties are assumed and viscous dissi­
pation effects are neglected. 

This problem has wide application and is related to the flow 
created by the passage of a shock wave over a surface. 

The development of the momentum and thermal boundary layer 
flow in time is characterized by the existence of three distinct re­
gions [l].3 Initially, for T = t/x < 1, the flow is independent of the 
effects of the leading edge and corresponds to the flow described 
by Rayleigh [2] for an infinite plate. Ultimately, as r —• <= the flow 
is given by the familiar Blasius boundary layer. The present prob­
lem is concerned with the description of the flow in the intermedi­
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Fig. 1 Computed Nusselt number variation 

Several investigators [3-5] have obtained solutions based on an­
alytical approximations of various kinds for the momentum 
boundary layer in the Rayleigh-Blasius transitional region but 
these suffer from a lack of detail. The numerical solutions of 
Dwyer [6], Hall [7], and more recently of Dennis [8] by finite-dif­
ference methods are significant improvements on the earlier tech­
niques. Dwyer's results are somewhat less accurate than those of 
Hall and of Dennis. Yalamanchili and Benzkofer [9] discuss the so­
lution of the problem by the method of weighted residuals with the 
method of lines. Dennis [10] also solved numerically the thermal 
boundary layer problem posed by Riley [11] in which the Blasius 
boundary layer is already established when the temperature differ­
ence between the fluid and the plate is imposed. However, until 
the present work, no solutions for the simultaneous development 
of the thermal boundary with the momentum boundary layer over 
the impulsively-started flat plate have appeared in the literature. 

A n a l y s i s 
Sufficiently far downstream of the leading edge the governing 

equations are the unsteady Prandtl boundary layer equations for a 
uniform free stream. In nondimensional form these equations are 
[1] 

dU 

dX dy 
= 0 

du 
1 — 

dy dy"1 

30 89 , 99 1 d28 

dt dx dy Pr9;y2 

(1) 

(2) 

(3) 

The boundary conditions for equations (l)-(3) are, at the sur­
face 

y = 0, u = v = 0, = 1 

and at the boundary layer edge 

u = 1, 6 = 0 

The initial condition is that at t = 0 

y > 0, u = 1, 0 

(4) 

(5) 

(6) 

For T = x/t < 1, the Rayleigh problem, there is no x dependence 
and aS/ax = au/ax = 0. Hence, the Rayleigh solution [2] of equa­

tions (l)-(3) is a function only of y and t. For the present problem 
this solution is 

u = erf {y/(2Jl)} (7) 

6 = e r fc {y/(2/T/Vr)} (8) 

It can be demonstrated through similarity arguments [7] that 
the solution of equations (l)-(3) can be expressed in terms of the 
two independent variables T = t/x and n = y/Vx alone. However, 
because of the existence of an apparent reverse flow in the trans­
formed domain the solution cannot be accomplished utilizing the 
usual numerical methods for two-dimensional boundary layers. 

Hall [7] solved the problem by attacking the untransformed 
equations directly with an iterative procedure using a finite-differ­
ence technique for unsteady boundary layers. This approach was 
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NVR, -1/2 _ 
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0) 

The curves in Fig. 1 can be used to determine time-dependent heat 
transfer coefficients in the Rayleigh-Blasius transitional region 1 < 
r < co. Asymptotic approach to the steady thermal Blasius (Pohl-
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Prandtl numbers. At a Prandtl number of 10.0 the approach is es­
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N v R - , / 2 [Pr/(7TT)]1 /2 (10) 

which can be obtained directly from the exact solution given by 
equation (8). The agreement of the computed results for NJCR:c~

1/2 

with equation (10) at T = 1 and with thermal Blasius boundary lay­
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Nomenclature 
/ = nondimensional stream function 

£ = strained value of the suction or injection parameter 7 

h = heat transfer coefficient 

k = thermal conductivity 

Nux = Kx/k 

Pr = Prandtl number 

Re* = U»x/v 
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T = temperature 

u = ^-component of velocity 

v = y-component of velocity 

U » = free-stream velocity 

x = coordinate along the flat plate 

y = coordinate normal to the flat plate 

a = thermal diffusivity 

<5o = as defined in equation (6) 

e = as defined in equation (5) 

t' = derivative of e with respect to 7 

f = stream function = (2v(J™x)1/2f(x, K) 

7 = -(V,„/t/»)(2.t[/»/«F2 

K = transformed normal coordinate = (U<°/2vx)1/2y 

v = kinematic viscosity 

0 = (T-T»)I(TW-T-) 

Subscripts 

w = denotes condition at the wall 

<*> = denotes ambient condition 

Superscript 

= denotes derivative taken with respect to K 

Analysis 
Recently, a method of strained coordinates was developed and 

applied by Kao and Elrod [l]2 and by Kao [2] to compute shear 

stress and heat transfer information for laminar incompressible 

nonsimilar boundary layers. The effectiveness of this method was 

well demonstrated in the foregoing references. In this technical 

brief, the method of strained coordinates will be extended to the 

case of forced convective boundary layer problems along an iso­

thermal flat plate with arbitrary suction or injection at the wall. 

Application of Gortler-Meksyn transformation [3, 4] and the 

procedure given in reference [1] to Prandtl's boundary layer equa­

tions for a semi-infinite flat plate subject to arbitrary suction or in­

jection at the wall yields 

/'» + ff" = t(y)(f'af'lay - f'af'/ay) 

= t(y)dg/dy{f'af'hg - faf/ag) (1) 

0'7Pr + fB' = tiy)ifa8/ay - 6'af/ay) 

= tiy)dg/dy(fa6/ag - B'af/ag) (2) 

with boundary conditions given by 

fig, 0) + tiy)[dg/dy][afig, 0)/ag] = y 

fig, 0) = 0, Big, 0) = 0 (3) 

fig, ») = 1, Big, =0) = 0 

where 

7(*) = -iuwix)/U^i2xUJp)1/2 (4) 

6(7) = 2xdy/dx (5) 

and g is a strained value of 7 given by the following equation 

7 = g + dy)ooig) + t2&i + . . . (6) 

Next, we seek to expand / and B in power series of ^(7) 

/ = / o t e * ) + / i ( g , * M Y ) + / 2 « 2 + • • • (7) 

S = 80ig, x) + Biig, x)dy) + B26
2 + . . . (8) 

Here g is determined locally. The o's are obtained by imposing the 

additional condition that the zero order solution will provide an al-

' Numbers in brackets designate References at end of technical brief. 
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most exact wall shear stress. Thus, in order to find <50, we require 
that fi"(g, 0) = 0; for Si, fo"{g, 0) is set to zero, etc. Here we shall 
confine ourselves to &a only. 

Upon substituting the above expressions into equations (1) and 
(2), and equating terms of like powers of £(7), the first two sets of 
equations give 
Order unity: 

fo'" + fofo" = 0 

flo'VPr + / W = 0 (9) 

fo(g,0)=g, fo'ig, 0) = 0, O0(g,0) = l (10) 

fo'(g, =>) = 1, &o(g, ») = 0 (11) 

Order e: 

h'" + fofi" ~ t'fo'fi' + (1 + e')A>"/i 

= (1 - t'S0)(f0'af0'/ag - f0"af0lag) (12) 

0i'7Pr + foil' - e'fo'Oi = (1 - e'b0)(f'0ae0/ag 

- Oo'afo/ag) - (1 + e')fl0'/i (13) 

/ i t e ,0 ) = 5 0 - l / ( l + 6') 

h'(g, 0) = fi"(g, 0) = h(g, 0) = 0 (14) 

Zi'fe ») = flite °°) = o 

A standard shooting technique as described by Nachtsheim and 
Swigert [5] is used to solve for the So. 

In order to facilitate the numerical computation, two auxiliary 
equations for G = afjag and H = aSQ/ag are generated by differen­
tiating equations (9) and (10) with respect tog. Thus 

G'" + f0G" + f0"G = 0 

H"/Pi + foH' + B0'G = 0 

with boundary conditions given by 

Gig, 0) = 1, G'(g, 0) = H(g, 0) = 0 

G'(g, ») = H(g, ») = 0 

The resulting zero order universal functions fo"(g, 0) and 60'(g, 
0) are well-known and can be obtained, for example from reference 
[9]. S0(g, «') and 6Y(g, e', 0) for Pr = 0.7 are given in Figs. 1 and 2, 
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respectively. These results can be used to determine wall shear 
stress and heat transfer informations of any forced convection 
problems with arbitrary suction and injection along an isothermal 
flat plate. Computations can readily be carried out with the aid of 
Figs. 1 and 2. The following iterative procedure can be used to 
solve for the strained value of 7 with the aid of Fig. 1: 

(a) Select a streamwise location and determine from the date 
values for 7, {(7), and e'(y); 

(b) guess g; 
(c) read So from Fig. 1; 
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(d) get a new g from equation (6); 
(e) read a new 6n from Fig. 1; 
(f) average the new and previous o0's; 
(g) get a new g from equation (6); 
(h) read Fig. 1, etc. 
Once g is obtained, shear stress can be determined from the cor­

responding zero order solution. Heat transfer information can like­
wise be obtained from 80'{g, 0) and 6\'{g, e', 0) from Fig. 2. 

Example 
In order to demonstrate the effectiveness of the present tech­

nique, let us consider the example of homogeneous blowing. For 
this case, we have « = y and £'(7) = 1. The nondimensional shear 
stress and heat transfer parameters for this case are given by 

Cf/Rex = V2f0"(g, 0) 

NotA/Re* = -\e0'(g, 0) + di'ig, e', 0))/V2 

The solutions at several streamwise stations are given in Fig. 3. 
Also shown are the numerical solutions of Catherall, Stewartson, 
and Williams [6], Sparrow's locally nonsimilar method [7, 8], and 
local similarity model. 

Within the scale of the figure, the present shear stress solutions 
agree remarkably well with the presumably exact numerical solu­
tion and Sparrow's 3-equation locally nonsimilar solution which is 
indistinguishable from the numerical solution. The nondimension­
al heat transfer coefficients obtained by the present method essen­
tially coincide with Sparrow's 3-equation model. This clear success 
of the present solution method is further accentuated when one 
takes into account of the significant errors in the results of the 
local similar model. For example, the nondimensional shear stress 
at VwIU„V\JZXh- 0.5 is 43 percent of the exact value. The re­
sults of Fig. 3 and the simplicity in carrying out the computation of 
shear stress and heat transfer informations lend strong support to 
the utility of the present solution method. 
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In recent experiments carried out by the authors [l]3 it was 
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characteristics at a given local Reynolds number) only if suction is 
applied along more than 40 dia. Under such conditions (i.e., in 
quasi-developed flow), the turbulence level is lower than the turbu­
lence level in regular fully developed pipe flow, as predicted by 
Merkine, et al. [2], Since the experimental setup for turbulent pipe 
flow with suction involves porous tubes which are inherently 
rough, while the analytical model presented in [2] is for smooth 
tubes, it is necessary to modify this model for rough tubes before 
any quantitative comparison between the model and experiments 
can be made. The purpose of this note is to present a modified 
model for flow in a rough tube with wall suction and to compare it 
with experimental results. It is shown that satisfactory agreement 
between theory and experiments can be obtained if it is assumed 
that an additional effect of suction is to reduce the influence of 
wall roughness on the flow field inside the tube. 

T h e o r y 
According to the model proposed by van Driest for turbulent 

flow near a rough wall [3] the velocity profile is given by 

r 2 dy* 
„ (1 + 1 + 4/fV2Z)/ r2)l/2 

where Dfr is the damping factor for rough wall and is given by 

Dfr = 1 V exp ( - ^ T ) exp 

(1) 

(2) 

The damping constant A+ equals 26 for flow without suction, t+ is 
the roughness Reynolds number m*/v, and K is the universal mix­
ing length constant, usually taken as 0.4. 

Following Kays, et al. [4], the effect of suction and pressure gra­
dient on the value of A+ is given by 
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2 Comparison between measured and calculated velocity profiles in 
porous tube, for various suction rates 

A* = 
4.42 

0.17 — + 1133P* + 6.78 ( - P T 
- v* 

(3) 

where vw
+ is the dimensionless radial velocity at the wall vw/u*, u* 

is the friction velocity [u* = (TW/P)1/2\ and P+ is the pressure gra­
dient function which for accelerated flow over a flat plate is given 
by [4] 

~ KTfi dx> ' V 2 (4) 

Evaluating du/dx for porous tube flow, it is found that du/dx = 
-2vw/rU:- Thus, after introducing nondimensional quantities, equa­
tion (4) becomes 

P* - -—/ ( *w -) (R) 
Ref [ Re2 ' W 

where a is the suction ratio vwlu, and rw
+ is the dimensionless pipe 

radius rwii*h. 
Combining equations (2), (3), and (5) together with the continui­

ty and momentum equations in the way outlined by Kinney and 
Sparrow [5] the following equation for u+ results. 

du* 
dy* dy 

U.U r 

rw* - i'+ 2 

Re 

•h f "*(>V - yWl + 
4a 

7* {[1 

- (i -•£-)''] f v «*W - v w 

" / « + 0 V -y*)dy*} (6) 
o 

/ is the mixing length [6] multiplied by the damping factor and /+ 

is the nondimensional mixing length lu*h. Equation (6) was 
solved numerically with the no-slip condition as a boundary condi­
tion. The results of the numerical calculations are discussed later. 

E x p e r i m e n t a l R e s u l t s and D i s c u s s i o n 
The experimental system is discussed in [1]. A preliminary set of 

experiments was carried out in smooth tube. In the first set of ex­
periments in the porous tube, the characteristics of the flow with­
out suction were determined. The relative roughness t/D of the 
tube's inside wall as measured with a crystal pickup was 0.0115. 
Calculations of the relative roughness based on the pressure gradi­
ent along the tube axis as a function of the Reynolds number 
agreed with the measured value. Velocity profiles were measured 
at various Reynolds numbers and the results, shown in Fig. 1, 
agree well with equation (1). The smooth tube data are also shown 
in Fig. 1. 

Next, a uniform suction (i.e., constant suction ratio a along the 
tube) was applied to the flow. The suction length was always over 
50 dia in order to assure quasi-developed flow [1] at the exit plane, 
where the measurements were taken. Typical results for Re = 2 X 
104 and various suction ratios are shown in Fig. 2. Calculated re­
sults for the model presented in [2] (not taking the wall roughness 
into account) and for equation (6) are also shown in Fig. 2. The 
good agreement between equation (6) and the experimental results 
is obtained after substituting e+ by an effective roughness Reyn­
olds number, ts

+, which is a function of the suction rate. The effec­
tive roughness was chosen by trial and error until a best fit to the 
data was obtained. From the numbers presented in Fig. 2 one can 
realize that the agreement with experimental results is obtained 
when the effective roughness Reynolds number, es

+, is lower than 
the roughness Reynolds number, e+, with no suction and it de­
creases with increasing suction rate. A possible explanation is that 
the suction removes part of the vortices which are created by the 
rough surface before they diffuse into the flow, and thus reduces 
the influence of the wall roughness. Further study, involving tubes 
with different roughness, is clearly indicated, before the exact na-
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ture of this phenomena and a correlation between suction and ef­
fective wall roughness could be determined. 

Acknowledgment 
Professor Winograd was killed in action on October 10, 1973, 

serving as an artillery officer on the Golan Heights defending his 
country. 

This paper is based in part on the PhD thesis of the first author. 
The experimental work was granted by Technion research funds. 

References 
1 Brosh, A., and Winograd, Y., "Experimental Study of Turbulent Flow 

in a Tube With Wall Suction," JOURNAL OF HEAT TRANSFER, 
TRANS. ASME, Series C, Vol. 96,1974, p. 338. 

2 Merkine, L., Solan, A., and Winograd, Y., "Turbulent Flow in a Tube 
With Wall Suction," JOURNAL OF HEAT TRANSFER, TRANS. ASME, 
Series C, Vol. 93,1971, p. 242. 

3 van Driest, E. R., "On Turbulent Flow Near Wall," Journal of Aero­
nautical Science, Vol. 23,1956, p. 1007. 

4 Kays, W. M, Moffat, R. J., and Thielbahr, W. H., "Heat Transfer to 
the Highly Accelerated Turbulent Boundary Layer With and Without Mass 
Addition," ASME Paper No. 69-HT-53, 1969. 

5 Kinney, R. B., and Sparrow, E. M., "Turbulent Flow, Heat Transfer 
and Mass Transfer in a Tube With Surface Suction," JOURNAL OF HEAT 
TRANSFER, TRANS. ASME, Series C, vol. 92,1970, p. 117. 

6 Schlichting, H., Boundary Layer Theory 6th ed., McGraw Hill, New 
York, 1968, p. 568. 

Empirical Correlations for Heat 
Transfer and Flow Friction 
Characteristics of Rectangular 
Offset-Fin Plate-Fin Heat 
Exchangers 
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Nomenclature 
Af/A = ratio of fin area to total heat-transfer area, 1/1 + a 
D = hydraulic diameter, 2 wh/(w + h), in. (mm) 
/ = friction factor (see [l]2) 
h = flow passage height, in. (mm) 
j = colburn modulus, St Pr2 '3 

Pr = Prandtl number 
Reo = Reynolds number based on hydraulic diameter 
Rerj,/"* = reference Rec for / factor defined by equation (7) 
Rerjj* = reference Rerj for j factor defined by equation (8) 
St = Stanton number 
t = fin thickness, in. (mm) 
w = flow passage width, in. (mm) 
x = fin length in the flow direction, in. (mm) 
a = aspect ratio, w/h 
0 = ratio of total heat-transfer area on one side of a plate-fin heat 

exchanger to the volume between the plates on that side, f t - 1 

(m"1) 

Introduction 
The need for small size, lightweight, high-performance heat ex­

changers in all varieties of powered vehicles from automobiles to 
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Fig. 1 Typical rectangular offset-fin plate-fin heat exchanger 

spacecraft, as well as a multitude of other applications, has re­
sulted in the development of several classes (e.g., plain-fin, pin-fin, 
offset-fin) of plate-fin heat exchangers that are much more com­
pact and higher performing than tubes. The rectangular offset-fin 
plate-fin heat exchanger shown in Fig. 1 is one of the more versa­
tile classes. The fins are offset to prevent fully developed flow and 
thereby to take advantage of the increased heat-transfer charac­
teristics due to the thermal entry length effect. 

An extensive literature search revealed that empirical and ana­
lytical solutions for the performance of rectangular offset-fin 
plate-fin heat exchangers are virtually nonexistent. In 1950, an 
empirical relationship for offset-fin surfaces was developed [2]; 
however, the correlation was based on limited data and several dif­
ferent types of offset-fins. Analytical solutions exist for round 
tubes, rectangular ducts, and parallel plates [1, 3] for developing 
hydraulic and/or thermal boundary layers with either a uniform 
peripheral heat flux or temperature. These solutions are not di­
rectly applicable to the offset-fin plate-fin heat exchanger because: 
(1) the boundary layer is developing only on the fin surfaces and 
not on the plate surfaces too, (2) the peripheral heat flux or tem­
perature for a given flow passage is nonuniform, (3) the approach­
ing flow is also nonuniform due to turbulence generated by the 
blunt fin leading edges and wake flow at the fin trailing edges [4]. 
Even if these effects could be accounted for analytically, the re­
sults probably still would not agree with experimental results due 
to manufacturing irregularities, such as burred or curled fin edges 
and filleting by the braze alloy at the fin to plate junction [5, 6]. 
Consequently, development of empirical relationships through 
data correlation is probably the most realistic means of obtaining a 
method to predict the characteristics of untested heat exchangers 
of this type. 

The purpose of this paper is to provide such empirical correla­
tions of experimental heat transfer and flow friction data for rec­
tangular offset-fin plate-fin heat exchangers. With these correla­
tions, the performance characteristics of untested offset-fin 
geometries can be predicted realistically and accurately within the 
parameter range of the correlations, and the effects on perfor­
mance of the various fin geometric parameters can be assessed. 

Method of Correlat ion. Empirical relationships were devel­
oped by correlating experimental heat transfer and flow friction 
data [1, 5, 7, 8] for 22 rectangular offset-fin plate-fin configurations 
over two Reynolds number ranges: Ren < 1000 which is primarily 
laminar and Ren > 2000 which is primarily turbulent. Inasmuch as 
a clearly defined transitional Ren is nonexistent and transition ba­
sically occurs between 1000 < Reo < 2000, this Re_o range was ex­
cluded to minimize the effect of the transitional Reo range on the 
correlations. From consideration of those variables which experi­
mental data indicated were important to the heat transfer and 
friction process, the following nondimensional functional relations 
were assumed: 

/ = C1{x/D)l'(t/D)i'(a)z''(BeD)i
a (1) 
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spacecraft, as well as a multitude of other applications, has re­
sulted in the development of several classes (e.g., plain-fin, pin-fin, 
offset-fin) of plate-fin heat exchangers that are much more com­
pact and higher performing than tubes. The rectangular offset-fin 
plate-fin heat exchanger shown in Fig. 1 is one of the more versa­
tile classes. The fins are offset to prevent fully developed flow and 
thereby to take advantage of the increased heat-transfer charac­
teristics due to the thermal entry length effect. 

An extensive literature search revealed that empirical and ana­
lytical solutions for the performance of rectangular offset-fin 
plate-fin heat exchangers are virtually nonexistent. In 1950, an 
empirical relationship for offset-fin surfaces was developed [2]; 
however, the correlation was based on limited data and several dif­
ferent types of offset-fins. Analytical solutions exist for round 
tubes, rectangular ducts, and parallel plates [1, 3] for developing 
hydraulic and/or thermal boundary layers with either a uniform 
peripheral heat flux or temperature. These solutions are not di­
rectly applicable to the offset-fin plate-fin heat exchanger because: 
(1) the boundary layer is developing only on the fin surfaces and 
not on the plate surfaces too, (2) the peripheral heat flux or tem­
perature for a given flow passage is nonuniform, (3) the approach­
ing flow is also nonuniform due to turbulence generated by the 
blunt fin leading edges and wake flow at the fin trailing edges [4]. 
Even if these effects could be accounted for analytically, the re­
sults probably still would not agree with experimental results due 
to manufacturing irregularities, such as burred or curled fin edges 
and filleting by the braze alloy at the fin to plate junction [5, 6]. 
Consequently, development of empirical relationships through 
data correlation is probably the most realistic means of obtaining a 
method to predict the characteristics of untested heat exchangers 
of this type. 

The purpose of this paper is to provide such empirical correla­
tions of experimental heat transfer and flow friction data for rec­
tangular offset-fin plate-fin heat exchangers. With these correla­
tions, the performance characteristics of untested offset-fin 
geometries can be predicted realistically and accurately within the 
parameter range of the correlations, and the effects on perfor­
mance of the various fin geometric parameters can be assessed. 

Method of Correlat ion. Empirical relationships were devel­
oped by correlating experimental heat transfer and flow friction 
data [1, 5, 7, 8] for 22 rectangular offset-fin plate-fin configurations 
over two Reynolds number ranges: Ren < 1000 which is primarily 
laminar and Ren > 2000 which is primarily turbulent. Inasmuch as 
a clearly defined transitional Ren is nonexistent and transition ba­
sically occurs between 1000 < Reo < 2000, this Re_o range was ex­
cluded to minimize the effect of the transitional Reo range on the 
correlations. From consideration of those variables which experi­
mental data indicated were important to the heat transfer and 
friction process, the following nondimensional functional relations 
were assumed: 

/ = C1{x/D)l'(t/D)i'(a)z''(BeD)i
a (1) 
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Table 1 Range of geometric variables and nondimenslonal parameters 

Designation 
S e f " in r e f s . 

1 3/32-12.2 

1/2-11.94(0) 

1/4-15.4(D) 

1/6-12.18(0) 

1/7-15.75(D) 

1/8-20.06(D) 

1/8-19.82(0) 

1/8-16.12(0) 

1/8-16.00(1)) 

1/8-16.12(1) 

5 100 

101 

102 

103 

l O i 

105 

106 

107 

501 

7 J 

8 20R/19.13 

28R/27.13 

in . (mm) 

0.134(3.41) 

0.089(2.3) 

0.063(1.6) 

0.104(2.64) 

0.081(2.1) 

0.059(1.5) 

0.061(1.5) 

0.061(1.5) 

0.073(1.9) 

0.062(1.6) 

0.061(1.5) 

0.049(1.2) 

0.056(1.4) 

0.068(1.7) 

0.084(2.1) 

0.048(1.2) 

0.055(1.4) 

0.048(1.2) 

0.025(0.65) 

0.121(3.08) 

0.045(1.1) 

0.036(0.92) 

x / D 

0.70 

5 . 6 

3.96 

1.71 

1.75 

2.13 

2.06 

2.05 

1.70 

2.03 

2.06 

1.89 

1.79 

1.63 

1.33 

2.33 

1.81 

2.08 

1.97 

2.058 

2.44 

1.17 

t / D 

0.030 

0.067 

0.095 

0.039 

0.049 

0.068 

0.066 

0.098 

0.082 

0.097 

0.066 

0.068 

0.071 

0.059 

0.043 

0.084 

0.072 

0.042 

0.039 

0.049 

0.135 

0.166 

a 

0.162 

0-709 

0.629 

0.461 

0.41 

0.49 

0.485 

0.595 

0.476 

0.592 

0.492 

0.183 

0.126 

0.135 

0.239 

0.529 

0.671 

0.99 

0.98 

0.336 

1.196 

0.81 

%* 
500-10,000 

300-9,000 

300-6,000 

200-9,000 

200-7,000 

300-4,000 

200-4,000 

300-5,000 

300-6,000 

300-6,000 

300-5,000 

120-4,000 

120-4,000 

120-5,000 

300-7,000 

150-3,000 

200-4,000 

200-3,000 

100-1,000 

400-10,000 

600-40,000 

300-50,000 

3, 

f t " 1 ( a T 1 ) 

340(11) 

461(15) 

642(21) 

422(14) 

526(17) 

698(23) 

680(22) 

660(22) 

550(18) 

650(21) 

687(23) 

719(24) 

752(25) 

630(21) 

472(15) 

863(28) 

759(25) 

923(30) 

1722(56) 

394(13) 

1067(35) 

1326(44) 

in which f 

j = C2(x/D\b(t/D)2
i(a)i

b(ReD)i
h (2) 

where the coefficients Ci and C2 and the exponents a; and 6; (i = 
1, 2, 3, 4) are unknowns. The ranges of the indicated variables and 
nondimensional parameters are given in Table 1. 

The relationships were determined through the use of a comput­
er code which solves M simultaneous equations in TV unknowns 
such that the solution is the best possible fit in the weighted least-
squares sense. Relationships for / and j were determined by solv­
ing equations (1) and (2) for a,- 9^ 0 and bi ^ 0 and for all possible 
combinations of a,- = 0 and 6; = 0 (i = 1, 2, 3). The best correla­
tions in terms of the lowest overall rms percent deviation from the 
experimental results are shown in the following: 
ReD < 1000 

0.384 { a ) -0 .092 R e D -0 .712 

ReD > 2000 

/ = 7.661 (x/D) 

j= 0.483(.^-/£')-0• ,62(a)- ( ,• ,84 

/ = 1.136 (x/DY^Ht/Df 

R e D 
•0.536 

j = 0.242 (x/D)" 2(t/Df 

4 R e r 

s R e r 

(3) 

'(4) 

(5) 

(6) 

Since the correlations of Reo ^ 1000 do not contain the parame­
ter t/D, it can be concluded that this parameter has little or no ef­
fect on / or j within the parameter range of this correlation; with 
similar reasoning, the same can be concluded about a for Reo > 
2000. This latter conclusion has been indicated analytically for rec­
tangular ducts [3]. In addition, a decrease in the value of x/D re­
sults in an increase in both / and j (this trend has been shown ana­
lytically for ducts [3]); an increase in a results in a decrease in both 
/ and j (this trend also has been shown analytically for ducts [1]); 
and an increase in t/D results in an increase in both / and j (appar­
ently causing additional free-stream turbulence). 

A comparison between the resulting empirical relationships and 
the experimental data for the 22 configurations is shown in Figs. 2 
and 3 for Reo ^ 1000 and ROD 5: 2000, respectively. Overall rms 
percent discrepancy between the empirical relationships and ex­
perimental results is within 10 percent for the heat-transfer factor 

•0.384, r0.092D -0.712 
(a) Re 

5x10 

Fig. 2 Comparison of empirical relationships with experiment, ReD ^ 
1000 

0.5 

S 0-1 
9~ 0.05 

0.005 

0.001 

= • 1.136 (x/Df a 7 8 1(UD) a 5 M
ReD- a l 9 8 

j - 0.242 ( x / D f a 3 2 2 < t , D > a 0 8 V a ; 
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J L I M i l l 

0.5 1 
Re„ 

5x10 

Fig. 3 Comparison of empirical relationships with experiment, ReD 2: 
2000 

(j) correlations and 15 percent for the flow friction factor (/) corre­
lation. Since for identical configurations (such as fin surface %-
16.12D and %-16.12T of reference [1] and y8-19.82£> of reference 
[1] and 101 of reference [5]) the experimental j factor varied ±15 
percent from a mean, the correlations are considered quite good. A 
few data show a discrepancy as high as 40 percent; however, 85 
percent of all the data are within the stated bands. 

It should be noted that all the experimental data used have been 
obtained from experiments using air as a working fluid; therefore, 
the applicability of the correlations to fluids outside the gas 
Prandtl number range may be open to question. In addition, ap­
proximately 80 percent of the data are for fins with 1.5 < x/D < 
2.5; consequently, the exponents of x/D are heavily weighted to the 
data of these surfaces. 

A similar approach to correlating data for offset-fin surfaces is 
reported in [2], The results of [2] indicate that f and j are func­
tions of Rep and x/D only. (The fin thickness was considered in 
the correlation; however, the fin aspect ratio was not.) Although 
the / factor was correlated over two Reo ranges (Re/j < 3500 and 
Re/j > 3500), the j factor was correlated over the entire Rec range 
(370-32,000). Data existing today clearly indicate the need for cor­
relating both / and j over two Reo ranges (i.e., for primarily lami­
nar flow and for primarily turbulent flow). In addition, data from 
several different types of offset-fin surfaces were used in [2]. Al­
though each type may be dependent on the same parameters, it is 
likely that its degree of dependency would be different. 

Application of Empirical Relationships. The following tech­
nique is suggested in the application of these correlations in deter­
mining / and j factors for a given fin geometry. This technique 
provides a means of extending the correlations into the transition -
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al Re/3 range. A comparison between the experimental data and 
the theoretical values predicted by this technique indicated that 
the discrepancy was generally within the previously stated bands. 
Determine the reference Reynolds numbers Reo,,* and Re»j* from 
the following equations: 

neD:f* = M(x/DY-m{a)-<i-m(t/D)-uu (7) 

R e D , . * = 61.9 Ov/O)0-952 ( a ) - 1 - ^ / ! ) ) - 0 - 5 3 (8) 

These reference Reynolds numbers define the intersection of the 
respective / and ;' relationships. For Reo's less than the reference 
values use equations (3) and (5) for / and j , respectively; for all 
other Rea's use equations (4) and (6) for / and j , respectively. 

Concluding Remarks 
Empirical relationships have been developed by correlating ex­

perimental heat-transfer and flow friction data from 22 rectangu­
lar offset-fin plate-fin heat exchanger configurations. The relation­
ships predict the performance within the data scatter and are 
therefore considered quite good. They also allow the effect of fin 
length, height, thickness, spacing, and hydraulic diameter on the 
performance to be assessed. These relationships also indicate that 
the flow passage aspect ratio is significant only in the laminar flow 
Reynolds number range and that the fin thickness parameter (t/D) 
is significant only in the turbulent flow Reynolds number range. 

Scaling of Spirally Indented 
Heat Exchanger Tubes 

A. P. Watkinson1 and 0. Martinez1 

N o m e n c l a t u r e 

Ai = inside heat exchanger tube area m2 

Cp = specific heat J/kg°K 
h = heat transfer coefficient J / s rn2°K 

Rf* = asymptotic scaling resistance (J /s m 2 °K) _ 1 

Tt, = bulk liquid temperature °K 
Tw = wall temperature °K 

V = velocity m/s 
W = mass flow rate kg/s 

Subscripts 
1 = inlet 
2 = outlet 
i = inside 

Superscripts 
0 = value at time zero (clean) 
* = asymptotic value 

Enhanced heat exchanger tubes can be used to decrease the size 
of heat exchanger required for a given duty. In applications where 
a fouling deposit contributes significantly to the overall thermal 
resistance, the expected advantage of the enhanced tube may be 
substantially reduced. Because of the inherently lower film resis-
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These correlations may be applicable only for air or gas as the 
heat-transfer fluid and should be used only for limited extrapola­
tion as serious error may occur if the correlations are employed out 
of the parameter range used in their development. 
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tance of enhanced tubes, the addition of a fixed fouling resistance 
decreases the operating heat transfer coefficient for enhanced 
tubes to a greater extent than for smooth tubes. It is of interest 
therefore to know the relative performance of smooth and en­
hanced tubes under fouling conditions. This technical brief de­
scribes the heat transfer characteristics under scaling conditions of 
three spirally indented "Turbotec" tubes supplied by Spiral Tub­
ing Corp. 

The apparatus and techniques have been described previously 
[l] .z Calcium carbonate is deposited from a solution of NaHC03, 
CaCb, and NaCl containing on average, 300 ppm suspended solids, 
and 3000 ppm dissolved solids. This artificial hard water at a tem­
perature of 330°K enters a heat exchanger containing two tubes in 
parallel and is heated by condensing steam at about 380°K. The 
accelerated scaling technique was developed to give rapid and re­
producible scaling results to allow comparison of tube geometry ef­
fects, rather than to yield absolute values of the fouling resistance 
for design purposes. The tubes tested included a smooth plain tube 
and three Turbotec spirally indented tubes of different spiral 
pitch. The ends of the Turbotec tubes were plain. Details of the 
tubes are given in Table 1 and Fig. 1. 

Typical results of the heat transfer tests are shown in. Fig. 2. 
Film coefficients were calculated from the expression: 

h = ~ * in [(fw. - Tbi)/(fM. ~ Tb2)} (1) 

For the Turbotec tubes the inside surface area was calculated as 
for a plain tube from the inside diameter of the plain (cylindrical) 
portion of the tube end. The inside tube wall was calculated from 
the measured outside wall temperature and the heat flow. The re­
sults are characterized by a flat initial portion that corresponds to 
the clean tube condition before the salts are added. A rapid drop in 
the heat transfer coefficient occurs due to the scale deposition and 
asymptotic value of h* is reached after a few hours. Rapidity of the 
approach to asymptotic conditions is due to the substantial change 
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Table 1 Properties of Tubes Testeda

Tube T-1 T-2 T-S Plain
Plain end outside 12.7 12.7 12.7 12.8

diameter (mm)
Wall thickness (mm) 0.76 0.76 0.76 0.89
Minimum inside 7.2 7.2 7.2 11.0

diameter (mm)
Spiral pitch (mm) 8.S 7.5 6.6
Cross-sectional area 66.0 61.3 58.5 95.0

(mm 2
)

Inside surface area 35.1 35.1 35.1 34.6
per unit length
(mm 2 )/mm

aAll tubes mild steel.
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Fig. 4 Scaling resistance versus velocity for plain and Turbotec tubes

Fig. 2 Typical result of scaling experiment

is plotted versus velocit.y in Fig. 4. It. is seen t.hat. t.he scaling resis­
t.ance based on Ai for t.he spirally indent.ed t.ubes is about. equal t.o
t.hat. of t.he plain t.ubes wit.hin t.he scatter of t.he experiment.al dat.a.
Previous t.est.s on Phelps Dodge spirally indent.ed copper t.ubes [1]

probably due to the corrosion problem. Data for a copper tube
gave results within 10 percent of values predicted by a recom­
mended dimensional equation for water [3]. After severe scaling,
where h* = (%-%) hO the film coefficients for the spirally indented
tubes still exceed those of the plain tube by some 45-50 percent
(Fig. 3). Although this is a substant.ial drop in performance relat.ive
t.o t.he plain t.ube in t.he clean condit.ion, t.he enhanced t.ubes are
clearly superior in bot.h clean and scaled condit.ions.

The asympt.ot.ic scaling resist.ance

in temperature of the scale/fluid interface as described previously
[2]. Tests had shown that the asymptote so obtained was constant
over 24 hr and was unaffected by addition of more scaling salts.
After the scaling run was complete the tubes were cleaned by cir­
culating an Oakite solution through the loop. Some corrosion of
the mild steel tubes was observed.

Clean and fouled film coefficients for the four tubes tested are
shown in Fig. 3. The spirally indented tubes have clean coefficients
approximately 1.8 times those of the plain steel tube at the same
velocity. Velocity in the Turbotec tubes was calculated from mea­
surement of the actual cross-sectional area available for flow in the
indented tube. The values for the plain smooth tube clean film
coefficients are lower than expected from available correlations

R/ == l/h* - l/ho (2)
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showed lower scaling resistances than plain tubes at velocities over 
1 m/s. There appears to be no clear effect of the pitch of the spirals 
within the accuracy of the data. In assigning a fouling resistance 
for Turbotec spirally indented tubes in scaling situations, these 
tests suggest that at equal bulk velocities the same values as used 
for smooth tubes should be employed. 
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Binary, Gravity-Flow Film 
Condensation 

E. Marschall1 and J. A. Hall2 

I n t r o d u c t i o n 

In 1969, Sparrow and Marschall [ l ] 3 formulated a predictive 
theory for binary, gravity-flow film condensation, based on the fol­
lowing assumptions: the condensation takes place on an isother­
mal, vertical plate; the condensed liquids are completely miscible; 
the vapor flow is induced by the condensation process and by free 
convection due to density differences. Any separation effects due 
to stratification are assumed to be negligibly small. The theory was 
applied to condensation of saturated mixtures of methanol and 
water at atmospheric pressure. The results revealed that for a 
given vapor bulk composition, heat flux and condensate rates and 
composition exhibit a marked dependence on differences between 
vapor bulk and wall temperatures. Heat fluxes and condensation 
rates increase with increasing temperature differences, as one 
would expect. Vapor bulk composition and condensate composi­
tion are approximately identical at high temperature differences. 
Consequently, at these conditions heat transfer rates can be evalu­
ated with Nusselt's theory if one chooses the condensate film sur­
face temperature equal to the saturation temperature of a liquid 
mixture which has a composition equal to that of the vapor bulk. 
In this calculation, all physical properties of the liquid mixture 
have to be evaluated at an appropriate reference temperature. 
When the differences between vapor bulk temperature and wall 
temperature are of the order of, or smaller than, the temperature 
differences between saturated liquid and vapor mixtures with a 
composition equal to that in the vapor bulk, condensate composi­
tion will be different from the vapor bulk composition. To deter­
mine heat transfer rates for these conditions, it is necessary to 
solve the conservation equations for mass, momentum, and species 
in the vapor phase in order to determine the condensate film sur­
face temperature. 
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Fig. 1 Experimental apparatus 

In 1973, Tamir [2] formulated an approximate theory for the 
same problem. His results agree within ten percent with the results 
of the rigorous theory of Sparrow and Marschall. 

Condensation of multicomponent mixtures was subject of many 
experimental investigations, too numerous to cite. A typical exam­
ple of the experimental apparatus and procedure used in these 
studies is presented by Bandroski and Bryerkowski [3]. The char­
acteristics of these experiments are: (a) total condensation, that is, 
all vapor entering the experimental condenser is being condensed; 
(b) forced flow conditions, since the vapor is forced to flow across 
the condensing surface; and (c) nonisothermal condensing surfaces 
or superimposed rectification effects. It is obvious that these char­
acteristics do not match the basic assumptions made in references 
[1, 2], and, therefore, the available experimental data do not allow 
a meaningul confrontation with the theories stated in references 
[1,2]. 

The objective of the present paper is to describe experiments on 
binary, gravity-flow film condensation on a vertical, isothermal 
plate, and to compare the obtained data with the theory presented 
in reference [1]. The experimental setup is unique in two ways: it 
allows atmospheric pressure to be maintained in the vapor bulk at 
any condensation rate, and it provides for fluid flow conditions 
such as assumed in reference [1]. 

Experimental Apparatus 
A schematic of the experimental apparatus is shown in Fig. 1. A 

binary mixture is evaporated in a steam operated evaporator (1). 
Most of the vapor mixture leaving the evaporator (1) flows to a 
water-cooled condenser (2) where it is completely condensed. The 
condensate passes through a flowmeter (3) and returns to the 
evaporator (1). The condenser (2) is open to the atmosphere, thus 
providing for approximately atmospheric pressure in the whole 
system. A small fraction of the vapor mixture leaving the evapora­
tor (1) passes through a duct (4) and condenses on a vertical face 
(5) of a cooled copper block (6). The condensate passes through a 
flowmeter (7) and returns to the evaporator (1). 

The copper block (6) consists of OFHC copper and measures 2 X 
4 X 6 in. Face (5) of the copper block serves as the vertical, isother­
mal wall. It is 2 in. wide and 4 in. high. The opposite face (8) is 
cooled with water from a constant temperature bath (9) which is 
forced to flow past face (8) with high velocity and then recirculated 
to the constant temperature bath (9). Duct (4) is 10 in. long 
and has a cross-sectional area of 2 X 4 in. The purpose of this duct 
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showed lower scaling resistances than plain tubes at velocities over 
1 m/s. There appears to be no clear effect of the pitch of the spirals 
within the accuracy of the data. In assigning a fouling resistance 
for Turbotec spirally indented tubes in scaling situations, these 
tests suggest that at equal bulk velocities the same values as used 
for smooth tubes should be employed. 
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(b) forced flow conditions, since the vapor is forced to flow across 
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or superimposed rectification effects. It is obvious that these char­
acteristics do not match the basic assumptions made in references 
[1, 2], and, therefore, the available experimental data do not allow 
a meaningul confrontation with the theories stated in references 
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The objective of the present paper is to describe experiments on 
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plate, and to compare the obtained data with the theory presented 
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allows atmospheric pressure to be maintained in the vapor bulk at 
any condensation rate, and it provides for fluid flow conditions 
such as assumed in reference [1]. 
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binary mixture is evaporated in a steam operated evaporator (1). 
Most of the vapor mixture leaving the evaporator (1) flows to a 
water-cooled condenser (2) where it is completely condensed. The 
condensate passes through a flowmeter (3) and returns to the 
evaporator (1). The condenser (2) is open to the atmosphere, thus 
providing for approximately atmospheric pressure in the whole 
system. A small fraction of the vapor mixture leaving the evapora­
tor (1) passes through a duct (4) and condenses on a vertical face 
(5) of a cooled copper block (6). The condensate passes through a 
flowmeter (7) and returns to the evaporator (1). 

The copper block (6) consists of OFHC copper and measures 2 X 
4 X 6 in. Face (5) of the copper block serves as the vertical, isother­
mal wall. It is 2 in. wide and 4 in. high. The opposite face (8) is 
cooled with water from a constant temperature bath (9) which is 
forced to flow past face (8) with high velocity and then recirculated 
to the constant temperature bath (9). Duct (4) is 10 in. long 
and has a cross-sectional area of 2 X 4 in. The purpose of this duct 
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Fig. 2 Comparison between measured and predicted heat transfer rates 

is to ensure condensation on face (5) in the absence of forced con­
vection vapor flow past face (5). Since the vapor fraction flowing to 
condenser (2) is about ten to twenty times larger than the vapor 
fraction flowing to face (5), composition of the vapor mixture at 
the entrance to duct (4) is approximately unaffected by any diffu­
sion process within duct (4). 

The theoretical analysis in reference [1] states that the conden­
sation heat transfer rates at a vertical, isothermal plate can be 
evaluated, if the temperature Tw of the face of the plate and the 
temperature T„ in the bulk of the saturated vapor mixture are 
known. For the measurement of T„, a single thermoelement (13) 
(Alumel-Chromel) is used which is located at the entrance of duct 
(4). The measurement of Tw is implemented utilizing eight submi-
niature thermocouples (10) located in the copper block (6). The 
procedure used to measure Tw follows closely the method present­
ed by Wilcox and Rohsenow [4]. The same measurements allow 
also determination of the heat flux through the copper block from 
face (5) to face (8). 

Flowrates of condensate are checked with the help of the cali­
brated flowmeter (7) and (3). Liquid samples of condensate can be 
taken at locations (11) and (12). A Bausch and Lomb, Abbe type 
refractometer is used to determine the component concentrations 
of the condensate at a temperature of 25°C. For this purpose, the 
refractometer is kept at a constant temperature of 25.0°C with a 
constant temperature bath to assure accuracy, since the index of 
refraction is a strong function of temperature. A gas chromato-
graph is used in conjunction with an integrator to serve as a check 
on the concentration measurements obtained by the refractometer. 
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the condensate return lines is heavily insulated against heat losses. 
Measurements are taken when the whole apparatus is at steady 
state. Parameters which are changed from experiment to experi­
ment include the composition of the liquid mixture in the evapora­
tor (1) and the temperature of the cooling water flowing past sur­
face (8). 

Measurements and Results 
Experiments were carried out with a methanol-water mixture. 

Methanol-water was chosen because equilibrium data for the mix­
ture are well known and the saturation curves are in a convenient 
temperature range. 

Data taken include the temperature T„ at the entrance of duct 
(4), the temperatures in the copper block, and composition of the 
condensate returning from condenser (2) and copper surface (5). 

At steady-state conditions, the temperature profile in the copper 
block was always found to be linear within measurable accuracy. 

Fig. 3 Comparison between measured and predicted mole fractions 

Linear extrapolation of this profile yields the temperature Tw on 
surface (5) and the temperature Tc on surface (8). Variance of the 
thermal conductivity of OFCH copper in the experimental temper­
ature range is extremely small, thus the thermal conductivity was 
taken to be constant at a value of k = 336.25 kcal/hr-m-°C. The 
heat conducted through the copper block per unit time can be easi­
ly computed with qcond = k(Tw — Tc) (area of surface (5)). Thus, 
the condensation heat flow c/c<md is found for any given difference 
of the temperature T„ in the bulk of saturated vapor and the wall 
temperature Tw. 

In order to compare the experimental data with the theory, a 
computer program was written which, as demonstrated in refer­
ence [1], computes the temperature T; at the condensate film sur­
face, the mole fraction x„ of methanol in the condensate, the mole 
fraction xD«, of methanol in the vapor bulk, the Nusselt heat flow 
<?Nu,r„ based on ambient temperature T„, and the Nusselt heat 
flow qNu.Tt based on the film surface temperature T,-, all as func­
tions of the temperatures T„ and Tw. More details on the experi­
mental apparatus and the obtained experimental and calculated 
data can be found in reference [5]. A comparison of predicted and 
measured dimensionless heat transfer rates is shown in Fig. 2. The 
agreement between predicted and measured heat flux rates is as 
good as one can expect, especially if one takes into account that 
the heat flow rates are very small and, consequently, difficult to 
measure very accurately. 

A comparison of measured and predicted mole fractions of meth­
anol is presented in Fig. 3. In this figure the ratios of the measure­
ment mole fractions (XD„/Xci)m are plotted versus the ratios of 
the predicted mole fractions (XV„/XC0C. The agreement between 

• predicted and measured mole fractions is reasonably good. 
The obtained experimental data support well the validity of the 

theory of Sparrow and Marschall for binary, gravity-flow film con­
densation on a vertical, isothermal plate in the absence of forced 
convection. The presence of diffusion mass transfer can be clearly 
seen from the obtained different values for the methanol mole 
fraction in the vapor bulk and the condensate. The theory predicts 
heat transfer rates well for the physical situation for which it has 
been formulated. 
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Nucleate Boiling on an Oxide 
Coated Glass Surface 

R. L. Judd1 and M. S. M. Shoukri2 

Nomenc la ture 

c, = 
D„ = 

f = 
h/g = 

k, = 
N/A = 

(q/Ah = 
Tsnl = 
AT = 

Ml = 

P = 
(J = 

liquid specific heat 
bubble departure diameter 
bubble departure frequency 
latent heat of vaporization 
liquid thermal conductivity 
active site density 
boiling heat flux 
saturation temperature 
superheat 
liquid dynamic viscosity 
density 
surface tension 

In troduc t ion 
In a paper published some time ago, Mikic and Rohsenow [l]3 

presented a theoretical correlation for predicting saturated nu­
cleate boiling heat transfer rates which included the effect of heat­
ing surface characteristics. In the mathematical model proposed, 
nucleate boiling heat transfer was attributed to enthalpy transport 
from the superheated layer adjacent to the heating surface pro­
moted by the growth and departure of the bubbles. Starting with 
the relationship for transient conduction from the heating surface 
to the liquid contacting it after the departure of a bubble, the aver­
age heat flux was determined and combined with active site densi­
ty and frequency of bubble departure in order to predict boiling 
heat flux. The unique feature of this correlation was the manner in 
which the active site density was determined from the size distri­
bution of active nucleation cavities on the heated surface. The re­
sulting relationship had the form 

(q/A)hSoJJ~g{pl - pv) = B ( ^ A T ) m + i 

w h e r e 

;. l / 2 „ 17 /8 ,0 1 9 / 8 ; , ( m - 2 3 / 8 ) „ (m-15 /8) (11 
• m+l _ r " i Pi <~>I <lfe P " 1 ^'-, 

<P — L ,, / . _ r, 1 9 / 8 r r ( » i - H / 8 ) ' r ( m - 1 5 / 8 ) J 
M i V P i Pv' u Jsat 

and 
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The intent of the original paper was to show that the correlation 
equation obtained, which is very strongly dependent upon the nu­
cleating characteristics of the heating surface, was capable of 
drawing together the data of a number of researchers for different 
fluids boiling at various levels of pressure into a single correlation 
of (qlA)bVagdlg(pi - pj/mhfg versus ($AT)m + 1 for each surface 
tested. Inasmuch as the nucleating characteristics of these surfaces 
were not known, the exponent (m + 1) which will be shown below 
to be associated with the nucleating characteristics of the surface, 
had to be assumed. Once the appropriate value had been found, 
good agreement was observed between theory and experiment. 
The purpose of the present paper is to support this finding, using 
results obtained with five different liquids boiling on a glass heat­
ing surface. A nucleating characteristic curve for the surface is pre­
sented in the manner suggested by Brown [2) and the Mikic and 
Rohsenow correlation is shown to be capable of predicting the heat 
transfer results. 

R e s u l t s 
The experimental data used for the evaluation of the Mikic and 

Rohsenow correlation were obtained from a previous investigation 
in which Freon 113, carbon tetrachloride, chloroform, dichlo-
roethane, and trichloroethane were boiled at atmospheric pressure 
on a transparent borosilicate glass heating surface coated with a 
half wavelength thickness of stannic oxide which conducted elec­
tric current and generated heat. The details of the experimental 
investigation are presented in reference [3] in which the results ob­
tained were presented in plots of heat flux versus surface super­
heat and active site density versus heat flux. The active site densi­
ty data were obtained from a photographic analysis of the boiling 
phenomenon occurring on the transparent heating surface ob­
served from below. 

Analys i s 
The Mikic and Rohsenow model assumes the principal mecha­

nism in nucleate boiling heat transfer to be transient conduction to 
a superheated layer adjacent to the surface. The average heat flux 
was determined by 

{A '"" ~fJo vTr̂ T ~ l saw;v/ (2) 

The boiling heat flux was calculated by assuming the area of influ­
ence of a single bubble to be wDb'2 

(J), = ^ v f K j U (3) 

It was shown by Brown [2], that the nucleation characteristics of 
a heating surface could be represented by the cumulative distribu­
tion of cavity mouth radii for cavities having radii larger than R in 
the form 

N R 

I = Q(f)- (4) 
where Ci, Rs, and m are constants which depend on the surface 
condition. 

Some years ago, Griffith and Wallis [4] proposed that the effec­
tive nucleation radius could be computed by r = (2<r Tsat/p„/i/sAT'). 
More recently [5], the cavity radius R was related to the effective 
nucleation radius r for idealized conical cavities by the relation­
ship 

4 Errors in the coefficient and exponents of this relationship appeared in 
the original paper. The form presented is consistent with corrections pro­
posed by Professor Rohsenow when the errors were brought to his attention. 
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Fig. 2 Evaluation of Mikic and Rohsenow correlation 

where C 2 = 4.65 x 10~ 4 and t h e Cole [7] re la t ionship for b u b b l e fre­
quency 

fDh = C3 
Pu) l l /4 Lf (8) 

where Cs = 0.6, t h e Mikic and Rohsenow correlat ion resul t s when 

equa t ions (2), (6), (7) a n d (8) are s u b s t i t u t e d in to equa t ion (3). Fig. 

2 shows an expe r imen ta l eva lua t ion of th i s re la t ionsh ip using t h e 

resu l t s of t h e p r e s e n t s tudy . T h e nuc lea te boiling hea t flux was de­

t e r m i n e d by deduc t i ng t h e n a t u r a l convect ion con t r ibu t ion from 

t h e to ta l h e a t flux. F r o m examina t ion of Fig. 2, it may be seen t h a t 

(q/A)bVago/g(pi — pu)lmhfg var ies in p ropor t ion to (<f)\T)"l+l as 

p red ic t ed by t h e Mikic and Rohsenow correla t ion. Al though a 

comple te numer ica l a g r e e m e n t was no t achieved be tween t h e theo ­

ry a n d expe r imen t , it could be a t t r i b u t e d to the unce r t a in ty in Cx, 

C2, C3 and f(<p,ip) so t h a t a single c o n s t a n t could be in t roduced to 

accoun t for these unce r t a in t i e s . 

C o n c l u s i o n 

Desp i t e t h e u n c e r t a i n t y concerning t h e ag reemen t of the Mikic 

and Rohsenow corre la t ion with t h e resul t s of t h e p r e s e n t investiga­

t ion, it has been d e m o n s t r a t e d t h a t t h e nuc lea te boiling hea t flux 

is p ropor t iona l to t h e p r o d u c t of act ive site dens i ty and s u p e r h e a t 

NAT = cfvhfs ]m(AT)" (9) 

where C is a c o n s t a n t d e t e r m i n e d by t h e surface nuclea t ion char ­

acter is t ics . However , the precise n a t u r e of the m e c h a n i s m by 

which energy is t ransfer red from t h e hea t ing surface has ye t to be 

ascer ta ined . 

r/R=f(e,S (5) R e f e r e n c e s 

where 8 a n d \p a re t h e con tac t a n d conical angles, respect ively. 

There fore , t h e act ive s i te dens i ty could be r ep re sen t ed by 

£ = 0^/(6,0 ]»^ r •fi 
A T , 

(6) 

Fig. 1 shows a p lo t of N/A versus the p a r a m e t e r g roup (2a T s a t / 

PuhfgAT) in which t h e resul t s from boiling of five dif ferent fluids 

define a single re la t ionsh ip suggest ing t h a t the funct ion f(0,<l>) 

should be a s sumed c o n s t a n t for boiling of these five fluids. T h r e e 

s t r a igh t l ines have been d rawn t h r o u g h t h e d a t a po in t s wi th t h e 

line having s lope of m — 14.0 obviously r ep re sen t ing t h e bes t fit. 

P roceed ing wi th t h e analysis by in t roduc ing the Cole and R o h ­

senow [6] re la t ionsh ip for d e p a r t u r e d i a m e t e r 

A. C2[- Qffo 

giPi -pvv 
11 / 2 r P l C . r 

Pvh 
sat 15/4 (7) 
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Local and Average Transfer 
Coefficients for One-Row Fin 
and Tube Heat Exchanger 
Configurations1 

F. K. Owen.2 I read with interest the paper "Local and Average 
Transfer Coefficients for One-Row Plate Fin and Tube Heat Ex­
changer Configurations." However, judging from their introduc­
tion, the authors appear to have been unaware of a paper pub­
lished in 1967 [ l ] 3 in which identical techniques were used for the 
determination of local heat transfer coefficients from napthalene 
sublimation measurements in a similarly complex three-dimen­
sional flow field, typical of finned tube heat exchangers. 

In this paper, a similar profile survey technique was used to de­
termine local surface changes of finned cylinders of napthalene in 
cross-flow of air at Reynolds numbers based on cylinder diameter 
ranging from 34,700 to 103,000. Similar distributions of the mea­
sured local mass sublimation rates were reported and were ex­
plained by a flow model deduced from surface oil flow patterns. 
The essential features of this model, discussed in more detail in 

1 By F. E. M. Saboya and E. M. Sparrow, published in the Aug. 1974 issue 
of the JOURNAL OF HEAT TRANSFER, TRANS. ASME Series C, Vol. 
96, No. 3, pp. 265-272. 

2 Research Engineer, United Aircraft Research Laboratories, East Hart­
ford, Conn. 

:! Numbers in brackets designate Additional References at end of discus­
sion. 

reference [2], would also explain most of the authors' observations. 
In reference [1], the local fin mass transfer measurements were 
also related to local heat transfer coefficients by the heat-mass 
analogy and used in three-dimensional finite difference fin effi­
ciency calculations. 

Additional References 
1 Owen, F. K., "Heat Transfer From Plain and Finned Cylinders in 

Crossflow," Journal of The Institution of Heating and Ventilating Engi­
neers, Vol. 35, Oct. 1967, pp. 213-226. (see also Owen, F. K., M.Sc. thesis, 
University of Wales, 1966). 

2 Incompressible Aerodynamics, Oxford University Press, B. Thwaites, 
ed. I960, pp.551-554. 

Authors' Closure 

The authors are indebted to Dr. Owen for calling his paper to 
their attention. The discussion submitted by Dr. Owen is our first 
contact with the Journal of the Institution of Heating and Venti­
lating Engineers. It is quite likely that most heat transfer special­
ists are equally unfamiliar with that journal. 

There is an aspect of Dr. Owen's work on which we would like to 
comment, and that has to do with the machining of the naphtha­
lene surface. It is our opinion that a machined naphthalene surface 
does not possess a degree of smoothness comparable to that of the 
cast surfaces used in our experiments. Furthermore, we are con­
cerned that the machining operation may cause surface contami­
nation. It is for these reasons that we believe that a cast naphtha­
lene surface can yield results of higher accuracy than can a ma­
chined surface. 
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